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By 2050, approximately 2.5 billion people worldwide will experience some degree of hearing loss,
with over 700 million requiring hearing rehabilitation. This growing prevalence emphasizes the urgent
need to address communication barriers faced by the deaf and hard-of-hearing population, particularly
in healthcare settings. In Kazakhstan, the lack of effective tools for interpreting Kazakh Sign Language
(KSL) complicates communication between patients and medical professionals. This study aims to im-
prove healthcare accessibility by developing and evaluating dynamic sign gesture recognition models
using MediaPipe for preprocessing. A key contribution of the research is the creation of the KMSG11
dataset, which includes health-related vocabulary in KSL. The proposed Long Short-Term Memory
(LSTM)-based model was compared with other existing models, all trained and tested on two datasets—
KMSG11 and the Argentinian Sign Language dataset (LSA20)—under the same preprocessing condi-
tions. The results demonstrate the potential of the model to enhance communication, diagnosis, and
medical services for deaf individuals in Kazakhstan.
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Oxupaetcs, yto K 2050 roay okoJio 2,5 Musinapa yeaoBeK 0yAyT UMETh TY UJIW UHYIO CTeNEeHb
NOTepHU CJ1yXa, Npy 3TOM He MeHee 700 MUJIJIMOHOB U3 HUX OyAYT HYXKJATbCA B peabUIUTaLMU CIyXa.
YBenuyeHne 4MCAa TaKUX [ALUEHTOB [OJ4YepKHUBAaeT aKTYaJbHOCTb pelleHUs MpobJieM
KOMMYHHMKALUY, C KOTOPbIMU CTAJKMBAIOTCA TJyXye W CJaboc/bllallye JIOAU, 0COOEHHO B TaKHUX
KPUTHYECKU BaXKHBIX cPepax, Kak 3/[paBOOXpaHeEHHE.
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B KaszaxcTaHe manyeHTbl C HapylleHHUSIMU CJyXa WCHBITHIBAOT TPYLHOCTH IpPH OOLIEHUH C
MeJAULMHCKUM NepCOHA/JOM H3-3a OrPaHUYEHHOCTH UM OTCYTCTBUS 3PPEeKTUBHBIX UHCTPYMEHTOB
nepeBoJia Kasaxckoro si3bika »kectoB (KSL). HacTosilee ucciesoBaHve HanpaB/ieHO Ha yCTPaHEHUE
3TOU nmpob6JsieMbl MyTEM CpaBHEHHUS] Pa3/IMYHBbIX MOJesel pacno3HaBaHUS JUHAMUYECKUX »KeCTOB C
npuMeHeHWeM TexHoJsiorud MediaPipe nsi1s npegBapuTesibHONM 06paboTKH AaHHBIX. OCHOBHBIM
BKJI3JIOM paboThl CTa/0 CO3/laHMe HOBoro Ha6opa amaHHbix KMSG11, copepikaliero TEpPMUHBI,
CBsSI3aHHbIE CO 3/0pOBbEM U MeJMLMHON Ha Ka3aXCKOM sI3bIKe >KecToB. Pa3dpaboTaHHass MoJeJb,
OCHOBaHHasi Ha apXUTEKType [JOJroBpeMeHHONM KpaTkoBpeMeHHOW mnamsaTtu (LSTM), 6buia
COMOCTaBJIeHa C MO/IeJISIMU U3 APYTUX HAY4YHbIX paboT. Bce Mosesu 66111 06y4YeHbl U IPOTECTUPOBAHbI
Ha AByX Habopax gaHHbIXx - KMSG11 u apreHTUHCKOM HabGope JaHHbIX s3blka xecToB (LSA20) - ¢
WCIIOJIb30BaHUEM OJIMHAKOBOM METOAMKH MpeJBapuTe/bHOM 006paboTku depe3 MediaPipe, uTto
obecrnedynsio 06'bEKTUBHOCTb CpaBHeHUs. [Ipouecc BK/IOYaI NOATOTOBKY BH/E0JaHHBIX, 00y4yeHUe
Mojesiell U oueHKy ux 3ddexkTuBHOCTU. [losyueHHbIe pe3yJbTaThl JEMOHCTPUPYIOT MOTEHLUAJ
NpeAJ0KEHHOT0 NOAXO0JAa [JJIsl yJAy4YlleHUs] KOMMYHHKALUM, AUAarHOCTUKU M JIeYeHHUSs, a TaKKe
MOBBILIEHUS [JOCTYNHOCTH KayeCTBEHHONW MEeJULMUHCKOW [OMOIUM JAJs1 T[JIYyXUX MalUEeHTOB B
KazaxcTaHe.

Kawuesule cao08a: kasaxckull 3blk #ecmos, pacno3HasaHue Hecmos, 00U ¢ HapyuweHusMu
CAYXa, KOMMYHUKQYUs 8pa4a U nayueHma, HellpoHHble cemu, 00.1208peMeHHAs1 KpamKo8peMeHHas
namsimo (LSTM), MediaPipe, u3g/ieyeHue K/AH4e8blX MoYeK.
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2050 »xpL1Fa Kapad oaseMze aMaMeH 2,5 MWLIMApA afaMja ecTy KabijeTiHiH 6enrinai 6ip
Jlapexe/ie »KoFaybl baliKanabl e KyTiliy/e, olapAblH KeM gereHjie 700 MUJJIMOHBI eCTY KabijeTiH
KaJIbIHA KeJTipyAi KaxkeT eTefi. MyH/Jall KepceTKilITepAiH ecyi caHbIpay >XoHe Halllap eCTUTiH
aflaMJlapAblH, 9cipece JeHCayJblK CaKTay CHUSKTbl MaHbI3[bl  cajajapja, Ke3JeceTiH
KOMMYHUKALUAIBIK KUBIHABIKTAPbIH IIELYAiH 63eKTilirin kepcetefi. Kasakcrtanga ecty kabineTi
Oy3blIFAH HayKacTap/blH JapirepjepMeH TUIMJi KapblM-KaTblHAC OpPHATybl KeOiHe KHUbIHJbIK
TyAbIpaAbl, cebebi Kasak biM Tiji (KSL) ywin ayaapMa Kypasigaphl HIEKTEYJi HeMece MyJIJIEM KOK. by
3epTTey MallMeHT MeH /Jdpirep apacblHAaFbl 6ailJIaHBICTHI KakKcapTy MakcaTblHJa MediaPipe
TEeXHOJIOTUSAChIH KOJIJaHy apKbLibl JUHAMHUKA/AbIK bIM-KUMbLIAAP/Abl TaHyFa apHa/lfaH TypJi
MOJe/IbIEPAl Ca/lbICThIPYFa OaFbITTa/NFaH. 3epTTEYAiH MaHbI3[bl HITHXKeCi — KasaK bIM TijliHje
JeHcayJblK IeH MeJUIUHara KaTbICTbl TepMuHJepAi KaMTUTblH KMSG11 aTTel kaHa aAepekrep
»KUBIHBbIH 33ipJiey. ¥cbiHbLIFaH Long Short-Term Memory (LSTM) Mozeniniy THiMAiniri 6acka FLIbIMU
»KYMbICTAp/IaFbl YJAriJIEpMEH CaJbICThIPbLUIABL. Bap/blK MoJiesibiep 6ipAei aiiblH ajla eHey aficiMeH
- MediaPipe kemerimeH - eki JepekTep xkublHbIHAa: KMSG11 xaHe apreHTUHANBIK bIM TiJli JlepeKTep
kublHbIHAA (LSA20) OKBITBLIBIN, TecTieygeH oTTi. 3epTTey OeliHe [AepeKTepAi JAalbiHaay,
MoJleNbJiep/li OKBITY >K9He oJiap/iblH, HITIKeJiepiH GaFasayAbl KaMTblAbl. JKYMBICTbIH, HOTHXKeJepi
KasakcraHgaFrbl ecTy KabijsieTi Oy3bLIFaH asaMaTTap/lblH, canajbl MeAULMHANBIK KbI3METKe
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KOJDKETIMJIITIH  apTThIpYyFa, COHJAW-aK JeHcayJblK CaKTay >yHheciHZeri KOMMYHUKALUSHBI,
JIMarHOCTHUKAaHbI KoHE eM/JIey/li xKeTinjjipyre 6aFbITTaJFaH.

TyiiiH ce3dep: Kazak biMoay miai, biM KUMbLI0ApbIH MAHy, HAWAp ecmumin adamadap, dapieep meH
nayueHm 6ati/aHbICbl, HElIPOHObIK dHcesainep, y3aK Kbicka Mmep3imoi scadwt (LSTM), MeidaPipe, myiiiHdi
Hykmesiepdi WsiFapy.

INTRODUCTION

It is estimated that by 2050, around 2.5 billion individuals will have some form of hearing loss, and
at least 700 million of them would need hearing rehabilitation. Furthermore, because of risky listening
habits, nearly 1 billion young individuals could experience irreversible, avoidable hearing loss [20]. The
increasing number of people experiencing hearing loss highlights the importance of paying close atten-
tion to the communication obstacles that deaf or hard-of-hearing people encounter, particularly in im-
portant contexts like healthcare.

One of the main problems in Kazakh healthcare settings is the communication gap between deaf or
hard-of-hearing patients and healthcare professionals. The available sign language interpretation pos-
sibilities are sometimes insufficient or nonexistent, which does not satisfy the demands of Kazakh sign
language users. The lack of efficient communication tools makes it more difficult for patients to receive
high-quality healthcare by preventing optimal diagnosis, treatment, and overall patient satisfaction.

Recognizing the urgent need for a reliable solution, this study aims to provide a thorough compar-
ative analysis of dynamic sign gesture recognition models customized to the unique needs of patient-
doctor communication in Kazakhstan. We try to find the most accurate and effective way to close the
communication gap by analyzing several models. Our mission is to improve deaf and hard-of-hearing
patients' healthcare experiences and make Kazakhstan's healthcare system more welcoming.

The field of sign language recognition has witnessed substantial advancements over the past few
years, encouraged by the integration of deep learning technologies and the increasing need for accessi-
ble communication solutions across various domains, including healthcare. Researchers mainly focused
on developing models that can accurately recognize sign language gestures, translating them into spo-
ken language to facilitate communication between the deaf or hard-of hearing individuals and the hear-
ing population. These efforts have spanned across different sign languages, including Saudi sign lan-
guage (SSL) [5], Arabic sign language [13], Mexican sign language (MSL) [17], Chinese sign language
(CSL) [4], [8] and Indian sign language (ISL) [10],[15], each presenting unique challenges and insights.

From an implementation perspective scientists have come up with different models in hand gesture
recognition systems. From these works [1], [11], [3], [4] it is notable that one of the core methods is
Convolutional Neural Networks (CNN) and Motion Networks, because it is possible to extract and learn
from spatial features in images and videos. The integration of Dynamic and Accumulative Motion Net-
works further enhances the recognition process by focusing on the temporal aspects of gestures, making
it possible to interpret continuous sign language sequences with higher accuracy [11]. Scale Invariant
Feature Transform (SIFT) alongside CNNs has been used for feature extraction in sign language images
in this work [3]. Some researchers employed advanced architecture like Convolutional Block Attention
Module (CBAM)-ResNet and 3D Residual Networks (3D-ResNet) [4], [14] for enhancing recognition ac-
curacy. These models have shown promising results in various sign languages, emphasizing the poten-
tial for broad application across different linguistic contexts.

Studies such as the development of the Saudi deaf companion system (SDCS) [5] and a prototype
for MSL recognition in healthcare settings [17] highlight the evolution towards two-way communication
systems. These systems not only recognize sign language but also provide mechanisms for translating
spoken language into sign language, thus enabling bidirectional communication between deaf and hear-
ing individuals. The opposite direction of translating dialogues between doctors and patients is a crucial
part.

The introduction of transformer models, specifically through the SIGNFORMER architecture [10],
represents a novel approach in the field. By employing a vision transformer to recognize static signs,
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this model demonstrates the efficacy of transformer architecture in handling the complexity of sign lan-
guage, offering an alternative to traditional CNN approaches. The SIGNFORMER’s use of positional em-
bedding patches and self-attention layers allows for high accuracy with fewer training epochs, proving
the potential for rapid and efficient model training on sign language datasets.

There are several studies that focus on Kazakh sign language (KSL) recognition as well. This paper
[1] presents a method using Convolutional Neural Networks (CNNs) to recognize dynamic gestures in
Kazakh sign language in real-time. Researchers in this study [2] explore a system for continuous KSL
recognition, translating signs into intonation-colored speech. Focusing on static gesture recognition, this
research [9] authors developed a cost-effective prototype using an RGB mono camera for Kazakh sign
language. It offers a novel approach to recognizing static gestures without the need for expensive equip-
ment, demonstrating promising results for broader application.

While referenced studies demonstrate significant results in sign language recognition and its appli-
cation, several gaps remain, particularly concerning the adaptation of these models to Kazakh sign lan-
guage and the specific context of patient-doctor communication in Kazakhstan. First, many of the devel-
oped systems are adjusted for specific languages, such as Saudi sign language or Mexican sign language,
without consideration for adaptation to other sign languages like Kazakh sign language. This limitation
raises questions about the ability to transfer and scalability of these models across different linguistic
contexts. The second aspect is that although some studies have begun to explore the application of sign
language recognition in healthcare settings, there is a need for deeper integration of medical terminol-
ogies and scenarios specific to patient-doctor communication. The models need to be trained on do-
main-specific datasets to improve accuracy and effectiveness in real-world medical consultations. Fi-
nally, practical challenges, such as sensor heating, environmental constraints, and the need for continu-
ous hours of operation, exist as limiting factors in the effective deployment of these technologies in
healthcare settings. Moreover, we assume that the necessity to modify the recording environment to
minimize disturbances from natural lighting and maintain sensor performance indicates a gap in the
robustness and user-friendliness of current solutions.

Our study offers two significant contributions to solve these limitations. To meet the unique needs
of patient-doctor communication in Kazakhstan, we create and assess a thorough comparative analysis
of dynamic sign gesture recognition models. We provide a new dataset of medical sign gestures in Ka-
zakh that includes medical terminologies and health related wordsro

The methodology figure is shown in Figure 1, that describes all stages of this paper’s work.

LSTM-based Our model

with different
parameter

Media Pipe
Study 1 model Model 2
Study 2 model

Testing on KMSG11

Study 3 model

Qic

Our model

| LSA20 dataset Preprocessing Training Evaluation
Model 1
Model 2
— * i: & y Model 3
| 4
i Media Pipe
s
Data collection (KMSG11) ‘ Preprocessing |

Figure 1 - Methodology figure
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Starting from preprocessing video recordings using Media Pipe, we trained different recognition
models, collecting Kazakh sign language dataset in parallel. Afterwards, we conducted a comparison ex-
periment of all final models on our dataset.

MATERIALS AND METHODS
Dataset
Current research’s experiments are carried on 2 datasets.

LSA64: A Dataset for Argentinian Sign Language [16] consists of 3200 video recordings in which 10
people performed 5 iterations of 64 distinct sign gestures. The most often used signs - both verbs and
nouns - in the LSA vocabulary were chosen for the selection. In order to provide environment variations,
one part of recording was made outside under natural lightning, and the other indoors under artificial
lightning. All sign performers were in black clothes, they wore fluorescent-colored gloves to make the
task of hand segmentation within a picture easier to understand. They were sitting or standing with a
white wall background. We decreased a number of signs to 20 gestures (LSA20), and listed them in Table
1.

Ne List of words
1 Accept
2 Appear
3 Born
4 Buy
5 Call
6 Catch
7 Copy
8 Dance
9 Deaf
10 Food
11 Give
12 Help
13 Learn
14 Music
15 Name
16 Run
17 Shut down
18 Thanks
19 Trap
20 Water

Table 1 - LSA20: Argentinian medical sign gestures dataset

The second dataset is Kazakh medical sign gestures (KMSG11), that we collected specifically for
current research. It includes 11 signs that are listed in the website Surdo.kz [18] in the section “Human”
- “Health, medicine”, because we are interested in doctor-patient communication, please see Table 2.

Ne \ Kazakh English
1 Artikuliatsiia Articulation
2 Dene Body
3 Auru Disease
4 Betjuzi Face
5 Bas Head
6 Emdeu Heal
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7 Densaulyq Health

8 Jurek Heart

9 Auruhana Hospital

10 Jugpaly auru Infectious disease

11 Dar1 Remedy

Table 2 - KMSG11: Kazakh medical sign gestures dataset

Overall, four non-signers in black clothes participated in dataset collection, everyone recorded one
sign twenty times in natural as well as indoor artificial lightning environment, resulting in 880 video
recordings in total.

PREPROCESSING

We employed a Media Pipe to extract key points from video data in preprocessing stage. This stage
is crucial for transforming raw video inputs into a structured format suitable for model training and
evaluation. Our approach involved several key stages, including data loading, key point extraction, and
sequence padding to ensure uniformity across the dataset.

To extract key points from the video files, we used Media Pipe’s Pose solution [6]. We can identify
landmarks of human bodies in video to classify the gesture and capture important hand movements
using 33 body landmark locations (Figure 2).

Figure 2 - Media Pipe pose landmarks [6]

The inclusion of 3D coordinates (x, y, z) for each keypoint provides a richer and more accurate rep-
resentation of performed sign. Besides, this solution is widely applicable because it is built to work well
on a variety of hardware platforms, including desktop computers and mobile devices.

Thus, the key points were saved in JSON format. During data preparation we read JSON files to flat-
ten the key points of each frame into a single list, the resulting sequences in turn were padded and nor-
malized for further training models. The key points and labels were split into two subsets: 80% for train-
ing and 20% for testing.

Sign gesture recognition models
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1) Recurrent Neural Network models: We built a different RNN models to figure out the optimized
method of recognition. Specifically, we compared two RNN models: Long Short-term Memory (LSTM)
and Gated Recurrent Unit (GRU). For dynamic sign gesture recognition, the selection of LSTM and GRU
models makes sense due to their capacity to efficiently capture long-term relationships and ability to
capture temporal dependencies and patterns within sequential data.

Further we dived into one model - LSTM, and experimented with various parameters such as LSTM
units, a number of layers, dropout rate, L2 regularization factor testing on LSA20 dataset of Argentinian
sign language. Figure 3 captures the proposed LSTM architecture for dynamic sign gesture recognition.

Qutput layer

LI 5 ‘ Units: (Number of classes) ‘

Activation: Softmax

|

LSTM layer 1 Dense layer
Units: 256 Units: 64
Return Sequences: True Activatinﬁ: RelU
Ll L S L2 Regularization: 0.0001
Dropout: 0.1 Dropout: 0.1
LSTM layer 2 LSTM layer 3
Units: 256 Units: 256
Return Sequences: True Return Sequences: False
L2 Regularization: 0.0001 L2 Regularization: 0.0001
Dropout: 0.1 Dropout: 0.1

A

Figure 3 - LSTM model architecture

The architecture consists of an input layer followed by three LSTM layers with dropout, a dense
layer with dropout, and an output layer with Soft-max activation. The use of L2 regularization and drop-
out helps to prevent overfitting, making the model more robust.

Moreover, we conducted comparison between two optimizers: Adam and RMSprop.

2) Comparison with other models: To validate the effectiveness of our proposed LSTM-based dy-
namic sign gesture recognition model, we compared our results with those from three notable studies
in the field testing on Argentinian sign language dataset. Important note is that a preprocessing stage of
each study differs, and current research uses one method of data preparation for all models.

First study [1], that was chosen for comparison introduced a methodology for automatically col-
lecting spatio-temporal features of gestures by calculating coordinates and normalizing them. They con-
structed an optimal multilayer perception for multiclass classification. The second study [7] found that
LSTMs outperformed CNNs in recognizing dynamic gesture sign languages by monitoring hands, faces,
and poses. Their LSTM model was used for experiments on LSA20 dataset. Last paper’s [12] proposed
system performs real-time gesture recognition on 5 static gestures from the American Sign Language
(ASL) and gives precise, accurate, and efficient results, and it is LSTM-based improved model.

Evaluating models on Kazakh sign language dataset

During the last stage we finalized our model and 3 other models from a previous phase testing
them on our dataset of Kazakh words that are related to human and medicine.

The main evaluation metrics of recognition systems were accuracy, precision, recall, and F1 score
[19]. These metrics are commonly utilized in a machine learning domain to evaluate performance.
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Precision: represents the proportion of predicted positive cases that are correctly identified as pos-
itive.
TP

p o -
recision TP + FP

where TP is the number of true positives, and F P is the number of false positives.

Recall: measures the accuracy with which the system correctly identifies positive cases among the
actual positive cases The formula for the recall is:

TP

F1-Score: expresses the balance between precision and recall. A higher F-score value signifies im-
proved performance. The formula is:

Precision X Recall
F1 Score = 2 X

Precision + Recall

Confusion Matrix: gives us a thorough analysis of the model’s predictions, helping us to see where
the model is accurate and where it is inaccurate. The true classes are represented by rows in the confu-
sion matrix, while the predicted classes are represented by columns. Every component in the matrix
represents a number of instances categorized under a specific group.

Results and Discussion

Initial testing of two RNN models are shown in Table 3. The LSTM model slightly outperformed the
GRU model, thus it was the base architecture for our further experiments.

Test accuracy 71% 70.5%

Table 3 - Initial testing of LSTM-GRU

Next, we carried out the training with various parameters results displayed in Table 4 and Table 5.
The best result 91% was with these parameters: 256 LSTM units, three layers, a dropout rate of 0.3, a
regularization factor L2 of 0.0001.

LSTM units Number of layers Dropout rate \ Test accuracy

64 2 0.2 70.5%
32 1 0.1 46%
128 3 0.3 71.5%
256 4 0.4 63.5%
128 3 0.4 68.5%
128 3 0.2 69.5%
128 2 0.2 73%
128 2 0.1 73%
128 1 0.1 66.5%
256 2 0.2 75.5%
256 2 0.1 78%
256 3 0.2 82%
256 3 0.1 83%
256 4 0.2 74.5%
256 4 0.1 79%

Table 4 - Results of experiments on 3 parameters
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LSTM units Number of Dropout rate L2 regularization Test
layers factor accuracy

256 3 0.1 0.01 82.5%
256 3 0.1 0.005 86.5%
256 3 0.1 0.001 87%
256 3 0.001 0.005 84.5%
256 3 0.3 0.001 86.5%
256 3 0.1 0.0001 91%
256 4 0.1 0.001 87%

Table 5 - Results of experiments on 4 parameters

Please see Table 6 to see the comparison between two optimizers, where Adam optimizer gave the
better accuracy.

Optimizer Test accuracy
Adam 91%
RMSprop 88.5%

Table 6 - Results of experiment on optimizers

Model loss, model accuracy graphs and a confusion matrix of our method trained on LSA20 da-
taset are depicted in Figure 4 and on Kazakh sign language in Figure 5.
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Figure 4 - Results for LSA20
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Figure 5 - Results for KMSG11

It is notable that all models managed our KMSG dataset with lower precision in general. The possi-
ble reasons could include several aspects. Video recordings’ resolution was comparatively low, and a
number of frames per second was twice smaller than in LSA20 videos (60 frames per second). Next is
that participants in our dataset did not wear fluorescent-colored gloves, which significantly helped to
avoid a skin color variation issue during key points extraction in videos of Argentinian gestures. Another
important factor is the dataset volume, the more data we have, the more accurate results we can get.

From Figure 6 that concludes the final comparison of 4 sign language recognition models in terms
of test accuracy, precision, recall, and F1-score we can see that among 4 models the highest results be-
long to Model 2 Amangeldy et al.
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Figure 6 - Four metrics comparison of 4 models (blue - LSA20, red - KMSG11)
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Study [1] showing 96.5% and 82.95% accuracy for LSA20 dataset and KMSG11 datasetrespectively.
Our LSTM-based model with parameters performed well for Argentinian sign language, resulting in ac-
curacy of 91%, however for our dataset it was inferior with 76.14% to the LSTM model of Model 4 Miri-
kar et al. [12] that achieved 80% accuracy. Model 3 was Goyal et al. study [7].

Regarding the application of the models trained on KMSG11 dataset, models can be integrated into
the tools that facilitate hard-of-hearing people in hospitals when they want to get consultation or simply
to see a doctor. Increasing dataset with more common words used in medicine and health state descrip-
tion, it is possible to get a promising recognition system for patient-doctor communication scenarios.

CONCLUSION

In this research we have provided a thorough examination and comparison of dynamic sign gesture
recognition model for Kazakh sign language in a medical setting. We examined the performance of dif-
ferent recurrent neural network models using Media Pipe during preprocessing stage and testing them
on two datasets: the newly generated Kazakh Medical Sign Gestures (KMSG11) dataset and the Argen-
tinian Sign Language dataset. On the smaller LSA20 dataset, the LSTM model with improved hyper-pa-
rameters demonstrated noteworthy accuracy of 91%. It’s relatively poor performance on the KMSG11
dataset, however, emphasizes the critical role of dataset quality and volume, use of fluorescent-colored
gloves in achieving high recognition accuracy.

The significance of this study lies in its focus on comparing and creating an effective recognition
model that can be used in practice for improving communication in medical settings for the hard-of-
hearing community in Kazakhstan. In addition to pointing out the advantages and disadvantages of the
existing models, the comparative analysis provides a road map for future improvements, guaranteeing
that the systems that are created are reliable and flexible enough for use in actual applications.
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