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File sorting is essential in a wide range of data management areas, including forensic sciences. In
some cases, forensics specialists face situations when file extensions are absent or intentionally altered
for some purposes. Nevertheless, such files might contain valuable information for the investigation at
hand. This paper reports on an attempt to develop a deep learning system to sort files by categories using
bit representation of file contents, unlike traditional file extension, header or metadata-based solutions.
Training, validation and test datasets included 100 files of various document, media and audio formats.
Overall, the system demonstrates accuracy rate that exceeds 95%, with highest inaccuracy when trying
to classify files with similar contents (for instance, different video file types, etc.). Nonetheless, the
solution serves a solid proof of the concept and a foundation for future research in this direction.
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dainapabpl CyphiNTay JepeKTepli O0acKapyblH KeNTereH calajapblHAQ, COHBIH iLIiHJe
UUPJIbIK KpUMUHAJUCTUKA/Ia KeHiHeH naiaanaHaabl. Kelbip xafgailiapaa uudpiblK KpUMUHAIKUCT
Kelbip MakKcaTTap yuliH ¢paityi keHeUTiM/epi »KOK HEMecCe 9/leili e3repTi/IreH xaF/jaillapra Tan 60J1a/ibl.
JlerenMeH, MyHAal ¢aisizapaa Teprey yiliH KyHAbI aKnapaTt 60/ybl MYMKiH. Bys Makasiaza gacTypai
daity keHelTiMi, TaKbIpbI HEMeCe MeTaZepeKTep Heri3iHje KyMbIC iCTEWTIH WemimMaep/ieH e3relie,
daiin Ma3MYHBIHBIH OUTTIK KepiHiciH naijjananbin ¢anaaap/bl caHaTTap GOWBIHIIA CYpPbINTAY YILiH
TepeH, OKbITY XXYHeciH a3ipsiey opeKkeTi Typa/bl XabapJsaijbl. TpeHUHI, BajuJalus >KoHe CbIHAK,
JlepeKTep XXUHaKTaphl 9PTYPJii Ky>KaT, MeJiua xaHe ayano ¢opmarTtarsl 100 daitiabl KaMTbl bl XKaambl
aJIFaH/a, xKye dannaapabl 95% JMo//iKIeH aHbIKTalabl, 6ipaK Ma3MyHbI yKcac danigap/ bl (MbICaJIb,
apTypJii OelHedailn Typsepi koHe T.6.) aHbIKTaFaHJAa KaTe Xibepyi MyMKiH. /lereHMeH, Iieliim
TYKbIpbIM/JIaMaHblH, 6epiK /aJ1eli >koHe 0Cbl 6aFbITTaFbl 60J1allaK 3epTTeyJiep YUIiH Heri3 60/1a/bl.

Ty#iH ce3aep: MallMHAMIbIK OKbITY, TEPEH OKbITY, Galjapibl CYpHINTAY.
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CoptupoBka ¢ailjioB HUrpaeT BAXKHYK pPOJb B IIUPOKOM CIEKTpe o6JiacTedl ympaBJieHUs
JaHHBIMHU, BKJIIOYast [UPPOBYI0 KPUMUHAJUCTHUKY. B HEKOTOPBIX CIyyasix ClleljMaJUuCcThbl 0 LUPPOBOU
KPUMHUHAQJIUCTUKE CTAJKUBAIOTCA C CUTyalUUsMH, Korja pacmiupeHuss $aljoB OTCYTCTBYIOT WU
HaMepeHHO M3MeHeHBI /Il KaKUX-160 Lesell. TeM He MeHee, Takue Gpaiibl MOTYT coJiepKaTh LeHHYI0
vHbopMaLuo Ui NPOBOAMMOro pacciefjoBaHusi. B JaHHOM cTaTbe mpexcTaB/ieHa MOMNbITKA
pa3paboTKU CHUCTeMbl TJyOOKOro o0O0y4yeHUsI [JJs COPTUPOBKM ailyioB MO KaTeropusiM c
WCII0JIb30BaHUEM OMTOBOTO NpeJCTaBIeHHUs UX COLEPKMMOT0, B OTJINYME OT TPAaAHULIMOHHBIX pelleHUH,
OCHOBaHHBIX Ha pacuiMpeHuH paiiioB, 3aroJ0BKax UiK MeTaJaHHbIX. 06yyarllye, BaJuJallMOHHbIE U
TeCTOBble HabOpbl AaHHbIX BkAw4aid 100 ¢aitsioB pasnnuHbiXx opMaTOB JOKYMEHTOB, MeJua- U
ayauodaitzioB. B nesom cucreMa AeMOHCTpPUPYeT TOYHOCTb, NpeBbllawuyo 95%, ¢ Hanbosbluel
HOTPELIHOCTBI0 NPU KaaccuPUKaLUM PalioB CO CXOXKUM COJEpPKUMBIM (HalpyMMep, pa3HbIX THUIIOB
BuZeodaiyioB U T. 1.). TeM He MeHee, pellieHUe CIYKUT YoeAUTeTbHbIM NOATBEePKeHHeM KOHIENLUU U
OCHOBOM /151 6y AyLIUX pa3paboTOK B 3TOM HalpaBJeHUH.

KiroueBble c/10Ba: MallMHHOE 06y4eHHe, IIyboKoe 06yyeHue, COpTHPOBKa (paliioB.

INTRODUCTION

File sorting is essential in a wide range of data management areas [1, 2], including forensic sciences.
Of a special interest are cases when experts must deal with damaged files, such as files recovered from
damaged memory partitions or - in fact - purposely altered for any reason. Hence, traditional file
classification techniques, such as file extension- or header-based approaches, become invalid and use of
deep learning systems to examine file fragments - in its binary representation - becomes promising
enhancement.

Over past years numerous industrially applicable open-source systems made their way to the
market. Namely TrID, DROID, Siegfried, Magika, FiFTy, File Fragment Classification and the "Binary
Classification of CSV Files" project gained visibility.

Magika is a software product developed by Google, based on deep neural networks, that classifies
over 100 file types with over 99% accuracy [3]. The solution provides fast processing regardless of file size
and is available through both a Python command-line interface and an API. Advantages include high
classification accuracy, support for a wide range of file types, and ease of integration via the API. However,
using Magika requires significant computing resources, and customizing the tool for specific tasks can be
complex. FiFTy is a tool that uses neural networks to classify file fragments and supports various scenarios
and block sizes, including 512 and 4096 bytes [4]. It supports 75 file types, including archives, documents,
media formats, and executable files. FiFTy's advantages include its ability to handle corrupted data and the
ability to train on new data. Its disadvantages include the need for pre-training and model training. FiFTy is
particularly effective when tailored to specific tasks.

The File Fragment Classification project implements support vector matching (SVM) and k-nearest
neighbour (KNN) to classify 13 file types [5, 6, 7, 8]. The solution demonstrates high accuracy on real-world
data, making it useful for digital forensics. Advantages also include high accuracy on a limited set of file types
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and relatively low computational requirements. However, the project is limited in the number of file types
it supports and is less effective when working with fragmented or corrupted data. This solution is suitable
for working with small datasets, especially in the presence of partial corruption.

Binary Classification of CSV Files uses various machine learning models for binary classification of
CSV files [9], which can be adapted to classify other file types by modifying the dataset and tailoring an
algorithm. Key advantages include high accuracy in specific tasks and flexibility in model selection.
Limitations include the need to adapt to other file types and a narrow focus on binary classification. This
solution can be useful for automating data sorting based on its structural characteristics.

At this stage we can generalise that machine learning enabled tools either rely on availability of an
external dependence (such as Goodle database or a library of signatures) or have extremely limited number
of file types it can handle. This fact serves as a basis to develop a bespoke solution for forensic file sorting
needs this research pursues.

Remainder of this paper reports on a file sorting application which utilises traditional classification
technique with an optional deep learning component and its test results. The machine learning based
component is a three-layer network trained to recognize 19 (nineteen) file extensions. The system
demonstrated 95% classification efficiency with a training time of 6.5 minutes using a graphics processing
unit and 30 minutes with central processing unit only. The traditional file classification algorithms include
“extensions”, “header” and “signatures” based sorting.

MATERIALS AND METHODS

The workflow is to unpack files stored in a digital archive into target folders according to their type
and use. Specifically, category folders are: “media” (with graphics, video, audio and animation sub-folders),
“configuration files”, “documents”, “no match” and “others”. Some files are intentionally saved with false
extensions (or without one) and some are with stripped metadata.

Schematically algorithm is presented in figure 1. When launched, the program reads the archive and
extracts files one by one. If a file is an archive itself, it recursively processes it and carries on till the root
archive files remain. In other cases, it tries to classify the file using its “extension”, “header” and/or
“signature” in the named order. After that the same file is classified using machine learning and one of three
scenarios happen. First, if both methods produce the same outcome, the file is saved into corresponding
folder (such as media, document, etc.). Second, if both methods fail to identify file type, it is saved into the
“others” folder. Third, if two steps classify the file differently or one of them fails to do so, it is saved to the
“no match” folder. Such a naive approach is designed not to distract the evaluator from machine learning
component efficiency and keep experiment setting as simple as possible.

»| Exiract a file from the archive
Classify the file using
traditional approach

Save to the “others”
folder

“~_File itseff is an archive

Classify the file using ML

Classification resulis
do not match

Save to the "no
match” folder

Classification results match

Save to an apporpriate
folder according to the file

Figure 1 - Schematic representétion of the sorting algorithms
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Experiment dataset consists of 100 files with the following extensions: doc, docx, html, pdf, pptx, txt,
xls, xlsx, xml, gif, jpeg, jpg, png, mov, mp4, audioaac, mp3, and opus. They were proportionally divided into
three sets: training (64%), validation (16%), and testing (20%).

For each file, the first 2048 bytes were extracted, of which the first 256 bytes were removed. The
remaining 1792 bytes were used as features added to the "content" column. To run the model, binary data
was converted into strings. To balance the data, 100 files of each type were randomly selected to avoid
imbalance and inaccuracies in the classification of underrepresented file types.

Broad layer

0 - Document 1 - Not Document

Audio/imagelvideo

Document classifier i
classifier

Audio classifier Image classifier Video classifier

Figure 2 - Deep learning structure

Figure 2 visualises the hierarchical structure of the deep learning system. Every rectangle
represents a classifier layer. Various algorithms were investigated, including random forest, support vector
machines, XGBoost, and neural networks. The neural network was trained using various hidden layer
configurations (convolutional, pooling, and dense) and the number of neurons (from 32 to 256 in each
layer). Additionally, the XGBoost classifier was trained on n-gram vectors. Early stopping, dropout, and layer
normalization were used to reduce overfitting.

Evaluation metrics included precision and recall, where:

- Precision: the proportion of relevant instances among those retrieved.

- Recall: the proportion of relevant instances that were retrieved.

These metrics were saved in the classification report (see figure 3). The performance was evaluated
by file type: precision was analysed for each type to identify anomalies.

Audio model classification report:
{'.aac': 0, ".mp3': 1, ".opus': 2, '.wav': 3}

precision recall fl-score support

.00 21
.97 19
.00 25
-7 15

accuracy .99 80
macro avg .99 80
weighted avg .99 80

Figure 3 - Classification report structure for a single classifier
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Forward propagation on the first layer is defined as follows:
Z(l) — W(l)a(l_l) + bl

D = £(zD)

a z

where W- layer weights matrix, b0) — displacement vector, at-1) - output of the previous layer.
Backward propagation is used to calculate gradients and update weights. Gradients are defined

using the chain rule:

oL

g s . gD

The loss function, in turn, determines the difference between the network predictions and the true
values:

m

L= ! log(9 1 log(1— 9
= —EZ[% 0g(¥;) + (1 — y)log(1 — )]

i=1
where m is the number of examples, y; is the true label, y; is the predicted probability.
oL
D — . F! l
5D = 5@ f'(z®)
where §) — error gradient at the level L.

In turn, the weight update is implemented using the gradient descent method.:

oL

O = o —
Al Fr7o

where 1) is the learning speed.

To implement the algorithm, a convolutional neural network is used, which uses 768 bytes of the
input file, totalling 1024 bytes of the input file for processing. The file extension is ignored when reading at
the code logic level. The word length of 768 was chosen because a significant proportion of text files (.txt)
and animations (.gif) are small, and using longer words would capture part of the file footer.

RESULTS AND DISCUSSION
Deep learning system performance results are presented in figures 4 and 5.

Model Loss Training and Validation Accuracy

- Train Loss 094 Training Accuracy P

2.5 Vahidation LosS Validation Accuracy /\/
S

oo
2.0 0.7 4 /

o5
v
Accuncy
o

- B

v . - v
o S 10 15 20
Epoch

0 5 10 15 20
Epochs

Figure 4 - Model training and validation accuracy

File recognition quality for general categories exceeds 95%. However, test results also indicate that the
neural network has difficulty recognizing files with similar content (e.g., png, jpeg, and jpg; as well as audio
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files (mp4 and mov). This might be fixed by dynamically increasing the number of input bytes fed to the
model for certain file types.

— S, 249mSs /Sstep - accuracy: 0.6041
accuracy .aac: 0.6299999952316284
— ]S, 256ms/Sstep - accuracy: 0.9846
accuracy .doc: 0.9100000262260437
— S 257ms/step - accuracy: 0.9786
accuracy .docx: 0.9700000286102295
— ]G, 253ms /step - accuracy: 0.1579
accuracy .gif: 0.150000005960464438
—— S, 404ms /step - accuracy: 0.9109
accuracy .html: 0.9100000262260437
— S 249mSs /Sstep - accuracy: 0.0554
accuracy .Jpeg: ©.05000000074505806
— 1§, 253ms/step - accuracy: 0.5771
accuracy .Jpg: 0.5600000023841858
— S 256ms/step - accuracy: 0.1873
accuracy .mov: 0.20000000298023224
— S 263mS/step - accuracy: 0.4122
accuracy .mp3: 0.38999998569488525
— S, 247ms /step - accuracy: 1.0000
accuracy .mp4: 1.0

1s 256ms/step - accuracy: 0.9724
accuracy .0pus: 0.9700000286102295
— S 253ms/step - accuracy: 0.6190
accuracy .pdf: 0.6100000143051147
— S, 262mSs/step - accuracy: 0.1359
accuracy .png: 0.1599999964237213
— DS, 4Q8mSs/step - accuracy: 0.8341
accuracy .pptx: 0.8299999833106995
—— ]S, 346mSs/Sstep - accuracy: 0.9816
accuracy Ixt: 0.9800000190734363
— S, 259mSs /step - accuracy: 0.8892
accuracy .wav: 0.8999999761581421
— 1s 256ms/step - accuracy: 0.9653
accuracy .x1s: 0.9599999785423279
— S, 255ms /Step - accuracy: 0.9352

accuracy .xX1sx: 0.949999988079071
— S, 260mMS/Step - accuracy: 0.9630
accuracy .xml: 0.9700000286102295

Figure 6 - Classification accuracy by file extension

The training was also run using central processing unit only and a graphical processing unit enabled
(GPU) modes. When using GPU training took on average 6.5 minutes, while in a CPU only mode it took 30
minutes to reach the same result.

CONCLUSION

Paper presented a hybrid file classification and sorting application that combines traditional algorithms and
machine learning techniques to effectively address data management issues for forensics needs. The
proposed multi-level classification involves n-gram tokenization, and convolutional neural networks, and
achieved classification accuracy exceeding 95% for provided file types, despite the challenges associated
with similarity. The use of GPU acceleration significantly reduced training time, making the method scalable
and suitable for working with large volumes of data. However, limitations related to the recognition of rare
or corrupted file types remain, requiring further research. Future work will focus on improving the model's
adaptability, expanding its capabilities to work with more complex datasets, and integrating new
technologies to improve accuracy and performance.
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