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Abstract. This study integrates weather forecasting and machine learning to propose a new method for
corporate carbon emission accounting and management. First, set up a weather data acquisition system to
obtain real-time and future 15-day weather forecast data; Then use the carbon emission calculation method to
monitor and calculate the energy consumption and carbon dioxide emissions in the production process of the
enterprise in real time; Then, with the help of machine learning algorithms such as neural networks, a
prediction model is built based on historical data to analyze and predict the impact of different factors on
carbon emissions. Finally, through data analysis and cost forecasting, we provide reliable carbon cost
prediction and management services for enterprises, help enterprises adjust production plans, improve
production efficiency, and formulate scientific and effective emission reduction strategies. This method
significantly improves the accuracy and stability of carbon emission forecasting, and has important practical
significance for enterprise carbon cost accounting and management, which can help enterprises reduce
environmental risks and costs, and provide new ideas and methods for enterprise carbon emission management
and sustainable development.
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Annotanusi. byn 3eprreyne aya paidlblH 00JDKay MEH MAaIIMHABIK OKBITY O1pIKTIpLIII, KOPIOPATHBTIK
KOMIpTEK IIbIFaPbIHIBUIAPBIH €CEITKe aJTy )KOHE OaCKapy/IbIH jKaHa TOCLITI YChIHBUIAIBI. AJIJIBIMEH HAKThI yaKbIT
PSKUMIHIIE JKoHE anjarbl |5 Toymikke apHajFaH aya pailbl JepeKTepiH alyFa MYMKIHZIIK OeperiH
METeoNIepeKTep Il KUHAY Kyhecl opHaThiaael. KelfiH KocimOphIHHBIH OHJIPICTIK YIepiCTepiHIETI SHEPrHs
TYTBIHYBI MEH KOMIpKbIIKbUT ra3bl (CO2) MbFapbIHABUIAPEI HAKTHI YaKBIT PEXKUMIH/IE MOHUTOPHHT JKaCaJbIIL,
KOMIPTEK MIBIFAPBIHIBIIAPBIH €CENTey dficTeMeciMeH ecenTelie/li. byan coH HEHMPOHBIK JKENiJIep CUSKTHI
MAalllMHAJIBIK OKBITY alTOPUTMJICPIHIH KOMETIMEH TapuXu JepeKTep Heri3iHae oprypii (akToprapabiH
HIBIFAPBIHIBIIAPFA SCEPiH Tajaarn, OOmKaNThIH O0KaMIbIK MOeb Kypbliaasl. COHbIHIA AEPEKTEPl Tanaay
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YATTBIK FbifbIM
AKAOEMHWACHI
JKOHE MIBIFBIHAP/IBI 00Ky apKbUIBI KOCITOPBIHAApFa KeMipTek KyHbBIH (carbon cost) Oommkay skoHe Oackapy
OOMBIHIIIA CEHIMJII KbI3METTEp KepceTiyie[i, OyJI eHAIpICTIK >Kocmapiapasl TY3eTyre, OHIIpic THIMALIITH
apTTBIPYFa JKOHE IILIFAPBIHABUEAP/IBI TOMEHICTYNIH FBUIBIMH Opi THIMII CTpaTerusiiapblH d3ipieyre
xKopaeMaecenil. ¥ChIHBUIFAH O/lic KeMIpTEK NIBIFAPBIHBIIAPHIH OOIDKAYIBIH JIDJIITT MEH TYPAKTHUIBIFBIH
afTapJbIKTail apTThIpalIbl KOHE KOCITOPBIHHBIH KOMIPTEK KYHBIH €CEIKe aly MEH OacKapy YILIiH MaHBI3IbI
NPAaKTUKAJIBIK MOHTE He: OJ SKOJOTHSUIBIK TOyeKeNiep MEH MIBIFBIHAApIbl a3aiiTyra KeMeKTecedl KoHe
KOMIpTeK IIBIFapbIHIBUIAPBIH OACKapy MEH OPHBIKTHI IaMyFa jKaHa HIesIap MEH TOCUIIEp YChIHABL.

Tyiiin ce3aep: aya paifplH OOmKay; MalIMHAJIBIK OKBITY; KOMIPTEK MIBIFAPBIHIBUIAPBIH €CENKe aiy;
Oackapy; MIBIFBIHAAPBI OOIDKAY.
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AHHoTauusi. B 1aHHOM WCCIEOBaHUM WHTETPUPYIOTCS IPOTHO3MPOBAHHE TIOTOABI U METOIBI
MAIIMHHOTO OOy4YEHUS Al TPEUIOKECHHS HOBOTO IMOAXOAa K KOPIIOPAaTHBHOMY YUYETY M YIPaBICHHIO
yIIepoaHbIMH BEIOpocamu. CHavasa pa3BEépTHIBACTCS CUCTEMA MTOTYUSHNSI METEOIaHHBIX JUIsl COOpa IMOro HOM
nHPOPMAIK B PealbHOM BpeMEHH U 15-THEeBHOTO MporHo3a. 3aTeM € MCMOIb30BaHUEM METOIUKH pacuéTra
YIJIEPOOHBIX  BBIOPOCOB B PEAJBHOM BPEMEHH OCYIIECTBISIIOTCS MOHUTOPHHT W BBIYHCIICHUE
sHepronorpedienus u BEIOpocoB auokcuna yriepona (CO:) B Mporu3BOACTBEHHBIX MPOIEccax MPeIIpUsITHSL.
Janee mpu TOMOIIM anrOPUTMOB MAIIMHHOTO OOyYeHHs, TaKMX Kak HEHpOHHBIE CETH, Ha OCHOBE
HCTOPUYCCKUX JaHHBIX CTPOUTCA IMPOTrHOCTUYCCKAA MOACIbL I aHajln3a W IPOrHO3UPOBAHUA BIIMAHHA
pa3nuuHbIX pakTopoB Ha 00BEM BEIOpOCcOB. HakoHel, ¢ onopoii Ha aHasm3 TaHHBIX U IPOTHO3UPOBaHKE 3aTPaT
MIPEAOCTABISIOTCS HAAEKHBIE YCIYTH MO MPOrHO3UPOBAHUIO M YIIPABJICHHUIO YIJIEPOJAHBIMH 3aTpaTaMu, YTO
MOMOTaeT MPEANPHUSITHSAM KOPPEKTUPOBAaTh TPOW3BOJCTBEHHBIC IIJIaHBI, TOBBINATH 3P(PEKTUBHOCTh H
pa3pabarsiBarb Hay4HO 00OCHOBaHHbBIE M 3()(PEeKTUBHBIE CTpATEruu CHWKEHHS BHIOPOCOB. IIpennoxeHHbIi
METOJI CyLIIECTBEHHO MOBBIIIAET TOYHOCTh U YCTOHUMBOCTH IPOrHO3MPOBAHUS YITIEPOAHBIX BHIOPOCOB 1 IMEET
BaKHOE MPAKTUUECKOE 3HAYCHHE Uil y4€Ta M YIPaBICHUS YIIEPOIHBIMHU 3aTpaTamMyd HpPEANpUSTHS: OH
IIOMOTaeT CHIJKATh SKOJIOTMYECKHE PUCKH M M3ICP)KKH, a TaKXkKe IpeylaraeT HOBbIE HICH U METOMBI
yIpaBJIeHHs YIIIEPOAHBIMH BBIOPOCAMHU M YCTOWYMBOTO PAa3BUTHSL.

KiroueBble cjioBa: NMpOrHO3MpOBaHHE IOTONbI; MAIIMHHOE OOydYeHHe; Y4ET YIVICpPOAHBIX BBIOPOCOB;
yIIpaBJIeHHE; IIPOrHO3UPOBAHHUE 3aTpaT.

Introduction. The impact of global warming is huge, and carbon emissions are one of the main causes.
In order to achieve sustainable development, many countries have set carbon emission caps to encourage
enterprises to reduce emissions. Corporate carbon emissions are related to energy consumption and type, and
accurate calculation is of great significance for formulating emission reduction strategies. However, the
traditional carbon emission calculation method has a large investment in manpower and material resources and
is not accurate, which limits the implementation of emission reduction strategies.

Weather forecasting realizes weather prediction with the help of meteorological and geological
information, which has been integrated into daily life, and the accuracy is constantly improving. Machine
learning is increasingly widely used to mine the value of data and predict trends using computer algorithms
and statistical theories.

Climate change is a serious global problem, and human activities are the main triggers, and reducing
carbon emissions has become an international consensus. As a major energy consumer and greenhouse gas
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emitter, enterprises have made outstanding contributions to carbon emissions in large industrial countries.
Therefore, it is important to scientifically calculate and manage the carbon emissions of enterprises, which is
related to ecological and socio-economic development. At present, various fields are actively exploring the
path of low-carbon economy, and the problem of corporate carbon emissions needs to be solved urgently.

The research on corporate carbon emission management at home and abroad focuses on carbon footprint
calculation and management, the establishment and promotion of carbon trading market, and the openness and
transparency of carbon emission data (Yang, et al, 2024). However, there are many problems with traditional
methods, such as high energy consumption of carbon footprint calculation, difficulty in unified management
of carbon trading markets, and easy concealment and falsification of carbon emission data.

At present, the measurement, management and reduction of corporate carbon emissions mainly use
statistical algorithm-based methods, the former relies on a large amount of historical data and is susceptible to
external interference, and model-based methods, the latter has high data requirements. The application of
weather forecasting and machine learning technologies is expected to make up for the shortcomings of these
two methods and improve the accuracy of measurement and management.

Theorical Framework

The traditional carbon emission accounting methods mainly include the combustion method, which
estimates carbon dioxide emissions based on energy consumption, and the process analysis method, which
calculates carbon dioxide emissions according to energy consumption, and the latter calculates according to
the production process and raw material use (Wei, et al, 2024). Carbon reduction management strategies
include energy substitution, process improvement, and resource optimization, etc., and can be evaluated by
reducing energy consumption and optimizing production processes to reduce carbon emissions, and their
effects can be evaluated with the help of an indicator system.

Weather forecast data is available through weather forecasting websites or API interfaces, covering key
meteorological parameters, processed and cleaned for carbon accounting. Weather factors have a significant
impact on corporate carbon emissions, such as temperature affecting energy consumption and humidity
affecting chemical reactions. Machine learning algorithms, such as decision trees and support vector machines,
are widely used in carbon emission management, which can build models to predict carbon emissions, and can
also provide optimization and decision support for carbon emission reduction strategies, helping enterprises
determine the best emission reduction plan. Combining weather forecast data with traditional accounting
methods and using machine learning algorithms can more accurately predict carbon emissions and formulate
effective emission reduction strategies for enterprises.

Carbon emission monitoring collects data such as energy consumption and emission sources with the help
of sensors and monitoring equipment, and then analyzes, processes and interprets them. Enterprises should
follow the requirements of scoping, accurate data, standardized format, and improved transparency in the
preparation of carbon emission reports, and comprehensive and accurate reports can help enterprises manage
carbon emissions (Zheyu, et al, 2024). Using data visualization tools to display carbon emission trends and
compare data from different time periods and other enterprises can assist enterprises in scientific decision-
making and efficient management of carbon emissions.

Clean energy technologies are the key to reducing carbon emissions, and solar, wind, and hydro can
replace traditional fossil fuels, and large-scale promotion can significantly reduce carbon emissions. Energy
efficiency and energy-saving technologies are widely used in buildings, transportation, and industry to reduce
energy consumption without compromising service levels by improving thermal insulation, promoting electric
vehicles, and optimizing production processes. Carbon capture and carbon storage technology captures carbon
dioxide through chemical absorption, physical adsorption, etc., and sequesters it through underground storage
or conversion and utilization (Chen, et al, 2024). New materials and low-carbon technology innovations bring
new opportunities, new battery and energy storage technologies help the development of electric vehicles, and
new materials improve solar energy efficiency, providing more options for reducing carbon emissions.

Materials and methods

Driven by the "dual carbon" goal, enterprises involved in carbon quotas and carbon tariffs are facing
pressure on carbon management, and it is urgent to comprehensively verify the total amount of carbon
emissions and establish a carbon cost management system. The power industry accounts for a high proportion
of carbon emissions, and due to the influence of new energy power generation, the carbon emission factor
fluctuates violently due to meteorological factors such as sunshine and wind speed, which brings uncertainty
to carbon cost management (Li, et al, 2024).

HAYKA HHTEJINEKTYAJIbHBIX CUCTEM



HAYKA HHTEJINEKTYAJIbHbIX CUCTEM

Y 0
= MCKYCCTBEHHbIF WHTENTIEKT N3 (0xTA0ps-Aexatips) 2025 0
AKAOEMHWACHI

This study combines weather forecast data with electricity carbon emission factors, and uses machine
learning algorithms to calculate and predict real-time power carbon emission factors in the next 15 days,
providing a scientific basis for enterprise carbon cost management and emission reduction.

In order to meet the needs of enterprises, a carbon emission monitoring information system is designed,
and its design ideas and framework are shown in Figure 1. The system provides a visual representation of the
past, current, and 15-day daily and hourly carbon emissions of electricity consumers. Enterprises can use this
data to predict and analyze carbon emission costs on the same day and in the next 15 days, and obtain reliable
carbon emission forecasting and management services in combination with production processes and plans. In
addition, the system can help companies adjust production plans, increase or decrease production loads, and
support decision-making (Li, et al, 2024).

The long-term operation of the monitoring system will help enterprises reduce costs, improve efficiency,
and formulate more scientific and effective emission reduction plans. The research results are of great
significance for enterprises to achieve carbon emission reduction, improve resource utilization efficiency, and
formulate sustainable development strategies.

[ Solution Design ]
I

v v

[ System Design ] [ Mechanical Design ]

Theoretical

design calculation

Data Data Model System
preprocessin processing Development

collection
Carbon Emission
Cost Forecast Report

application

Figure 1: System design ideas and frameworks

The system collects data from multiple data sources such as meteorological bureaus, equipment sensors,
and production sites, stores them in cloud databases, and cleans, converts, and standardizes pre-processing to
meet the needs of subsequent model construction and analysis.

Meteorological data covers temperature, humidity, wind speed, precipitation and other parameters,
analyzes their impact through historical data and machine learning algorithms, extracts key eigenvalues, and
analyzes the correlation between meteorological factors and carbon emissions through statistical methods, so
as to establish a prediction model suitable for enterprises to predict future meteorological conditions.
Production data includes equipment usage, production process, energy consumption, pollutant emissions, etc.,
and analyzes these factors based on historical data and machine learning algorithms to predict future production
processes and energy consumption. Real-time equipment data involves machine status, energy consumption
details, flow meter and pressure gauge readings, etc., with the help of on-site sensors and equipment interfaces
for real-time monitoring, combined with historical data to generate real-time operating charts and statistics.

The collected data needs to be cleaned, invalid and missing data removed, converted into a unified
standard format, and then standardized to conform to specific distribution rules, such as normal distribution.
This article uses daily weather forecast data, which can be obtained from meteorological websites or
meteorological bureaus, where temperature, humidity, wind speed, rainfall and other information are essential
for enterprise carbon emission accounting and management (Li, et al, 2024).
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Corporate carbon emissions are generated by a combination of factors such as energy consumption,
transportation and logistics, waste disposal, and chemical use. By measuring and tracking the carbon emissions
of each link of the company's production activities, it identifies the peak period and emission sources of carbon
emissions, and provides a scientific basis for enterprises to formulate emission reduction measures.

Based on the carbon emission factors that have been analyzed, we can build a carbon emission model
based on weather forecasting and machine learning techniques (Mao, et al, 2024). The model can input weather
forecast data and carbon emission factors in the production activities of the enterprise, and process and analyze
the data in the model, and finally output the carbon emissions of the enterprise. The specific design steps of
the model are as follows:

First, we need to preprocess weather forecast data and carbon emission factors. For weather forecast data,
it is first necessary to standardize its format, such as unifying the date and time format. For carbon emission
factors, we can use a standardized approach, that is, the values of multiple variables are scaled to the same
range (Cui, et al, 2024).

Feature engineering is the process of transforming raw data into a collection of features that a model can
recognize and utilize. In this paper, we feed weather forecast data and carbon emissions into the model as
features. In terms of feature selection, we can use correlation coefficient analysis, principal component analysis
and other techniques to screen out features with high correlation with carbon emissions (Chao, et al, 2024).

According to the results of feature engineering, we can choose machine learning algorithms suitable for
enterprise carbon emission accounting, such as linear regression, decision trees, random forests, etc., for
training. During the training process, we can use techniques such as cross-validation and grid search to improve
the accuracy and generalization performance of the model.

The data used is the historical data of the city-level city where the enterprise is located, and the data
collection interval is 5min, in which the weather indicators include irradiance, wind speed, humidity,
temperature and other indicators, which are set as input indicators, and the power carbon emission factor at the
corresponding time is the output index Using 80% of the local data for the whole year of 2022 as the initial
dataset, the BP neural network model was trained. The other 20% of the data is used as the test set to test the
accuracy of the model. The trend of carbon emission factors in Anhui Province in 2022 is shown in Figure 2.

690
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= 640
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600
590
580
1 2 3 4 5 6 7 8 9 10 11 12

Figure 2: The trend of carbon emission factors in Anhui Province in 2022
The test dataset is fed into the trained model to evaluate the prediction performance of the model. Figure

3 shows the dynamic carbon emission factor for 24 hours in the future. The predicted dynamic carbon emission
factors for the next 15 days are shown in Figure 4.
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Fig. 3 The dynamic carbon emission factor for 24 hours in the future is predicted

g/kwh

680
670
660
650
640
630
620

610
0123456 7 8 91011121314151617 181920212223

Figure 4: Predicted dynamic carbon emission factors for the next 15 days

In carbon emission accounting based on weather forecasting and machine learning, it is necessary to
identify the correlation of model prediction results, identify the weather factors that mainly affect carbon
emissions, and then design strategies to improve, control or reduce carbon emissions. Focus on model
limitations and sources of error, such as the accuracy of weather forecast data.

This accounting method can help companies accurately measure carbon emissions, take effective control
measures to reduce emissions, improve efficiency and reduce costs, and also help companies identify and track
carbon footprints and set strategic goals that are in line with government regulations and market competition
(Li, et al, 2024).

However, there are potential limitations to this approach. Weather forecast data may be inaccurate or
updated late, resulting in increased error in the results; At the same time, it relies on large amounts of corporate
energy use and weather condition data, which can affect the accuracy of the results if the data is incomplete or
incorrect.

Weather forecasting and machine learning-based enterprise carbon cost forecasting needs to consider
weather data acquisition, carbon emission calculation, machine learning modeling, and data analysis and cost
forecasting. The working principle of the prediction system is shown in Figure 5.
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Figure 5: Schematic diagram of the working principle of the information system

Real-time weather data and weather forecast data for the next 15 days can be obtained from the Met
website through the program. These data include indicators such as temperature, humidity, wind speed, and
rainfall.

A company's carbon emissions can be calculated by monitoring energy consumption and CO2 emissions
from production processes. Methods such as direct monitoring of emissions from outlets, the use of fuel
metering, or the use of carbon footprint tools can be employed.

Predictive models can be built based on existing historical data. In this process, the factors that affect
carbon emissions need to be identified and used as input variables for the prediction model (Lou, et al, 2024).
Machine learning algorithms such as BP neural networks can be used for modeling. The structure of the BP
neural network is shown in Figure 6.

BP neural network is a powerful feedforward neural network model, which is efficient and accurate in
achieving complex nonlinear mapping. The model trains the neural network by minimizing the error function,
and uses the error backpropagation algorithm to continuously correct the weights, and solves complex
problems by optimizing the network structure and model parameters.

The structure of the BP neural network includes an input layer, a hidden layer and an output layer, and
the training is completed by minimizing the mean square deviation between the actual output and the desired
output through gradient search technology. The BP algorithm includes forward propagation of signals and
backpropagation of errors. When calculating the actual output, the signal is passed from the input layer through
the hidden layer to the output layer; When correcting weights and thresholds, errors are backpropagated from
the output layer to the input layer.

By combining weather forecast data and machine learning modeling, data analysis and cost prediction
can be carried out to provide enterprises with reliable carbon cost prediction and management services. These
information technology tools can help enterprises adjust production plans, improve production efficiency, and
formulate more scientific and effective emission reduction strategies.
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Figure 6: Schematic diagram of BP neural network structure

Where x; represents the input of the jth node in the input layer, j = 1,..., M; w;; represents the weight

between the i-th node in the hidden layer and the j-th node in the input layer; 8; represents the threshold of the
i-th node in the hidden layer; @ represents the activation function of the hidden layer; wy,; represents the weight
between the k-th node in the output layer and the i-th node in the hidden layer, i=1,2,...,g; ay represents the
threshold of the k-th node in the output layer, k=1,...,L; ¢(x) represents the activation function of the output
layer; Oy, represents the output of the £-th node in the output layer.

Although the traditional BP neural network has good results in practical applications, there are still some
limitations. The BP algorithm is easily disturbed by noise during the training process, resulting in the over-
complexity of the parameters of the neural network and the over-fitting situation, which can only ensure the
smallest error on the training set, and the actual error on the test set may be large, resulting in the reduction of
prediction accuracy. Secondly, the BP algorithm is an optimization method based on gradient descent, which
can only guarantee to find the optimal solution of the current point, and it is easy to fall into the local optimum,
but cannot guarantee the global optimal solution. Figure 7 shows the BP algorithm program flow.

In order to improve the accuracy of the traditional BP neural network model, this work improves the
traditional BP neural network model by increasing the adaptive adjustment learning step size and increasing
the momentum term, so as to further improve the optimization ability of the neural network, so as to make
more accurate predictions of power carbon emission factors in the future.
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v
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Figure 7: BP algorithm program flow chart
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In order to solve the problems of low prediction accuracy and possible overfitting in the training of

traditional BP neural network models, this paper proposes to increase the adaptive adjustment learning step
size on the traditional model. The learning step size is a constant 7, and if the value is too large or too small, it
will affect the training effect of the model. When the 1 error surface is relatively flat, the learning step size is
too small, which will cause the increase of learning times, and it should be increased n appropriately. When
around the minimum, the learning step size is too large to cause oscillations, which should be reduced 7. Based
on this, the rules for the adaptive learning step size are set as follows. where is the E (k) sum of squares of the
error of the first step k.

1.05n(k) E(k+1) <E(k)

n(k+1)=:0.7n(k) E(k+1)> 1.04E(k) (D
n(k) Other

The idea of overall adjustment is to increase the adaptive increase 7 when the learning converges to
shorten the learning time. When it is too large to converge, 1 it should be reduced immediately n until it
converges.

In order to solve the problem that the traditional BP neural network model is easy to fall into the local
minimum value and cannot get the optimal value in the training, this paper proposes a method to increase the
momentum term, and uses the momentum factor to transmit the last weight change. When the momentum
factor is 0, the last weight is generated by the gradient descent method. When the momentum factor is 1, the
new weight generated by the momentum factor method is the last weight change. Increasing the momentum
method is essentially equivalent to adding a damping term in the training process, which reduces the sensitivity
of the network to the local details of the error surface and slows down the oscillation trend of the learning
process, so as to avoid the network falling into the local minima Improve its astringency. The modified formula
for the momentum term is as follows:

AW; (k +1) = (L—mc)nd; p; +mcAw; (k)

(2)
Ab. (k +1) = (1—-mc)nd; + mcAb, (k)

Among them, £ is the number of training times, mc is the momentum factor, which is generally
0.95. By adding the momentum term, the network optimization can be helped to break away from
the local minimum of the error surface, effectively preventing the situation of falling into the local
optimum.

Therefore, in order to ensure the generalization ability and reliability of the model, the model is improved
to a certain extent when selecting the model.

Based on the established machine learning model, combined with historical data and current weather
forecasts, the future carbon cost can be predicted, and management measures can be formulated accordingly
to reduce the carbon emissions and carbon costs of enterprises. With the help of real-time sensor monitoring
and data analysis, the system can track the actual carbon emissions in real time, compare them with the
predicted values, and identify potential problems in time and take countermeasures. Once the actual carbon
emissions exceed the predicted value, the system will automatically alarm and remind the user to deal with it
(Liu, et al, 2024).

The system displays data in various forms such as charts and maps to facilitate users to grasp data trends.
At the same time, it supports custom reports and indicator cards to meet the needs of users to view data
personally. Users can use the reporting feature to export data as a table or PDF file for in-depth analysis. The
system can also provide targeted recommendations, such as optimizing production processes or equipment, to
help companies reduce their carbon footprint.

In addition, the system has strict security measures, including user authentication, data encryption, etc.,
to ensure data security, prevent leakage and tampering, and strictly comply with relevant data protection
regulations (Qiu, et al, 2024).

Results and discussion

Studies have shown that weather factors have a significant impact on carbon costs. Temperature,
humidity, wind speed, etc. are closely related to carbon cost, and when the temperature increases, the humidity
increases, and the wind speed increases, the carbon cost of enterprises often decreases, which is closely related
to energy consumption. For example, the use of air conditioners by enterprises at high temperatures increases
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carbon emissions; The use of heating equipment increases at low temperatures, and carbon emissions are
reduced; The increase in wind speed promotes natural ventilation of the atmosphere, reduces the accumulation
of indoor pollutants, and lowers carbon costs. Different industries respond differently to weather factors, with
manufacturing and construction industries responding significantly to temperature and humidity and less to
wind speed, which is related to their energy consumption patterns and utilization efficiency. The impact of
weather factors on carbon costs is not direct or linear, but through various approaches such as production
efficiency, employee behavior, and energy efficiency, and subsequent studies need to consider these
intermediate variables to more accurately simulate and predict their impacts (Shang, et al, 2024).

In this study, a neural network-based machine learning algorithm is used to predict the carbon cost of
enterprises, which outperforms the traditional linear regression method and can predict more accurately and
sensitively. With the help of deep learning algorithms, the neural network learns complex patterns and
relationships in historical data through multi-layer neurons, uses backpropagation algorithms to optimize
parameters during training, and uses cross-validation to evaluate prediction accuracy and generalization ability
during testing. The results show that the model has high accuracy and sensitivity in predicting corporate carbon
costs and can be effectively applied to corporate carbon management. At the same time, the model copes with
data noise, missing or outliers through data cleaning and preprocessing, and has high stability and reliability.

In practical applications, the model has significant advantages. The deep learning algorithm enables it to
better capture the nonlinear relationship of data and provide more accurate carbon cost prediction. The cross-
validation method ensures the stability of the prediction results of the model on different datasets. Data
cleaning and preprocessing ensure model stability and reliability. However, the model also has shortcomings.
On the one hand, when a large amount of historical data is required to make the amount of data insufficient or
inaccurate, it will affect the prediction results. Deep learning algorithms, on the other hand, involve a large
number of matrix operations and backpropagation calculations, relying on high-performance computers or
cloud computing support.

Conclusion. Based on weather forecasting and machine learning techniques, this paper proposes a new
enterprise carbon cost prediction and management model and verifies its practical effect through a case study.
The main contributions of this paper include providing a new way of thinking and methodology, identifying
the main factors affecting corporate carbon emissions, and formulating carbon management strategies. In the
future, the model can be further improved and optimized to better cope with practical application scenarios,
including adding more feature variables and improving prediction algorithms. In addition, the relationship
between carbon costs and corporate profits can be studied, and corresponding strategies can be developed to
balance the relationship between carbon emissions and corporate profits. In short, the model has a wide range
of application prospects in the prediction and management of corporate carbon costs, which can help
enterprises effectively control carbon emissions, reduce carbon costs, and promote the process of sustainable
development.

onedueT

Chao Zhang, Yuxue Zhang, Qingjia Li, Rui Wang & Xiaoyu Liu. (2024) Research on the differential distribution characteristics
and influencing factors of carbon emissions in town-level governance units: a case study of Guangzhou. Journal of Huazhong
Agricultural University (06). — P. 75-86 (in Chinese)

Chen Nuo, Liu Lu, Yao Jiudi & Gao Pin. (2024) Construction and application of carbon emission accounting model for
enterprises in paper and paper products industry. Journal of Donghua University (Natural Science Edition). — P. 1-12 (in Chinese)

Cui Qian, Zhou Zhixiang, Guan Dongjie & Xue Yuqian. (2024) Research Progress on Accounting, Simulation and Influencing
Factors of Transportation Carbon Emissions. Environmental Engineering. — P. 1-12 (in Chinese)

Li Guoqing, Bai Bin, Li Guiqi, Guan Kai, Hou Jie & Lin Chunping. (2024) Research on carbon emission accounting model of
open-pit mine in alpine ecologically fragile area. Chinese Journal of Engineering. — P. 1-13 (in Chinese)

LiJie, Zhou Juan, Li Qinyuan, Li Songzhi, Ming Zhijun & Yu Xueting. (2024) Evolution and Application Analysis of Carbon
Accounting Methods for Urban Ecosystems. Journal of Environmental Engineering and Technology. — P. 1-14 (in Chinese)

Li Xia & Lan Xiaoji. (2024). Analysis and multi-scenario prediction of land use carbon emissions in the urban agglomeration
around Poyang Lake. Environmental Science and Technology (11). — P. 11-21 (in Chinese)

Li Xiaojiang, Lv Xiaobei, Shao Ling, Yu Miao, Xiao Yinghe, Hu Jingjing... & Shi Shuai. (2024). "Community Carbon
Reduction": Measurement Method, Emission Characteristics and Realization Path. Urban Planning Journal (05). — P. 40-46 (in Chinese)

Liu Hongye, Wang Min & Wang Zhen. (2024). Research on the construction of carbon emission reduction accounting system
for land reclamation project in coal mining area. China Coal (11). — P. 123-132 (in Chinese)

Lou Mingyue, Liu Guangbing, Liu Weijing, Meng Xi, Shi Mengqi & Guo Mingchen. (2024). Research on carbon emission
accounting method of typical unit of sewage collection based on anaerobic carbon cycle theory. Environmental Engineering (11). — P.
61-71 (in Chinese)

Mao Geping, Meng Ting, Wang Na & Li Xiang. (2024) Village-scale carbon emissions based on land use: accounting methods
and micro-empirical evidence. Chinese Journal of Eco-Agriculture. — P. 1-14 (in Chinese)

16




N°3 (okabpb-nexabps) 2025 rog WCKYCCTBEHHbIA MHTENNEKT

AKAOEMHWACDHI

Qiu Yong, Sun Ping, Liu Xuejie, Sun Wenjun, Ma Xueyan, Shi Peipei... & Li Bing. (2024). Research on the localization of
enterprise production carbon emission factors based on time series monitoring data. Environmental Pollution and Prevention (10). — P.
1396-1401 (in Chinese)

Shang Min, Liu Yi, Deng Yi, Chen Jing, Xie Na, Tan Gang... & Chen Mengjun. (2024). Construction and case study of carbon
emission reduction accounting model for solid waste-derived fuels. Environmental Pollution and Prevention (10). — P. 1402-1407+1413
(in Chinese)

Wei Yuanyuan, Ding Chao & Feng Qian. (2024) Research on the influencing factors of carbon emissions during the operation
and maintenance period of gray rainwater drainage system in typical towns in the Yangtze River Delta. Water conservation. — P. 1-15
(in Chinese)

Yang Shixuan, Yu Yang, Li Yang, Wu Zaoliang, Yilierjiang Alimujiang & Ge Suan. (2024) Verification of applicability and
optimization path of carbon emission accounting method for peak shaving gas generator set. Chinese Joumal of Environmental
Engineering. — P. 1-14 (in Chinese)

Zheyu Wang, Ping Cao, Li Han & Xiangnan Wang. (2024) Temporal and spatial variation characteristics and influencing factors
of land use carbon emissions at the county scale: A case study of Shaanxi Province. Journal of Xi'an University of Technology. — P. 1-
11 (in Chinese)

References

Chao Zhang, Yuxue Zhang, Qingjia Li, Rui Wang & Xiaoyu Liu. (2024) Research on the differential distribution characteristics
and influencing factors of carbon emissions in town-level governance units: a case study of Guangzhou. Journal of Huazhong
Agricultural University (06). — P. 75-86 (in Chinese)

Chen Nuo, Liu Lu, Yao Jiudi & Gao Pin. (2024) Construction and application of carbon emission accounting model for
enterprises in paper and paper products industry. Journal of Donghua University (Natural Science Edition). — P. 1-12 (in Chinese)

Cui Qian, Zhou Zhixiang, Guan Dongjie & Xue Yuqian. (2024) Research Progress on Accounting, Simulation and Influencing
Factors of Transportation Carbon Emissions. Environmental Engineering. — P. 1-12 (in Chinese)

Li Guoqing, Bai Bin, Li Guiqi, Guan Kai, Hou Jie & Lin Chunping. (2024) Research on carbon emission accounting model of
open-pit mine in alpine ecologically fragile area. Chinese Journal of Engineering. — P. 1-13 (in Chinese)

Li Jie, Zhou Juan, Li Qinyuan, Li Songzhi, Ming Zhijun & Yu Xueting. (2024) Evolution and Application Analysis of Carbon
Accounting Methods for Urban Ecosystems. Journal of Environmental Engineering and Technology. — P. 1-14 (in Chinese)

Li Xia & Lan Xiaoji. (2024). Analysis and multi-scenario prediction of land use carbon emissions in the urban agglomeration
around Poyang Lake. Environmental Science and Technology (11). — P. 11-21 (in Chinese)

Li Xiaojiang, Lv Xiaobei, Shao Ling, Yu Miao, Xiao Yinghe, Hu Jingjing... & Shi Shuai. (2024). "Community Carbon
Reduction": Measurement Method, Emission Characteristics and Realization Path. Urban Planning Journal (05). — P. 40-46 (in Chinese)

Liu Hongye, Wang Min & Wang Zhen. (2024). Research on the construction of carbon emission reduction accounting system
for land reclamation project in coal mining area. China Coal (11). — P. 123-132 (in Chinese)

Lou Mingyue, Liu Guangbing, Liu Weijing, Meng Xi, Shi Mengqi & Guo Mingchen. (2024). Research on carbon emission
accounting method of typical unit of sewage collection based on anaerobic carbon cycle theory. Environmental Engineering (11). — P.
61-71 (in Chinese)

Mao Geping, Meng Ting, Wang Na & Li Xiang. (2024) Village-scale carbon emissions based on land use: accounting methods
and micro-empirical evidence. Chinese Journal of Eco-Agriculture. — P. 1-14 (in Chinese)

Qiu Yong, Sun Ping, Liu Xuejie, Sun Wenjun, Ma Xueyan, Shi Peipei... & Li Bing. (2024). Research on the localization of
enterprise production carbon emission factors based on time series monitoring data. Environmental Pollution and Prevention (10). — P.
1396-1401 (in Chinese)

Shang Min, Liu Yi, Deng Yi, Chen Jing, Xie Na, Tan Gang... & Chen Mengjun. (2024). Construction and case study of carbon
emission reduction accounting model for solid waste-derived fuels. Environmental Pollution and Prevention (10). — P. 1402-1407+1413
(in Chinese)

Wei Yuanyuan, Ding Chao & Feng Qian. (2024) Research on the influencing factors of carbon emissions during the operation
and maintenance period of gray rainwater drainage system in typical towns in the Yangtze River Delta. Water conservation. — P. 1-15
(in Chinese)

Yang Shixuan, Yu Yang, Li Yang, Wu Zaoliang, Yilierjiang Alimujiang & Ge Suan. (2024) Verification of applicability and
optimization path of carbon emission accounting method for peak shaving gas generator set. Chinese Journal of Environmental
Engineering. — P. 1-14 (in Chinese)

Zheyu Wang, Ping Cao, Li Han & Xiangnan Wang. (2024) Temporal and spatial variation characteristics and influencing factors
ofland use carbon emissions at the county scale: A case study of Shaanxi Province. Journal of Xi'an University of Technology. — P. 1-
11 (in Chinese)

17

HAYKA HHTEJINEKTYAJIbHBIX CUCTEM



