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Temip Hypmaxan
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BAHK IIEH KIIMEHTTEP APACBIHJAAT'BI O3APA OPEKETTEP IPOLUECIHJAEI'T 9JICI3
HYKTEJIEPAI AHBIKTAY YIHIH MAIIWUHAJIBIK OKBITY AJITOPUTMIH KOJIAAHY

Temip Hypmaxan, Maructpant, AKnaparTbIK TEXHOJIOTHsIap GaxyipTeri, JKacaHIbl HHTEIICKT
xoHe BIG DATA xadenpacsl, maructpant, an-DOapadu aTeiHnarsl Kasak yITTBIK YHUBEPCUTETI, AJIMaTHI,
Kazakcras.

Aunnotamus. Kapxbl cexTopelH HUGPIABIK TpaHchopMalusay >MKoOHE MiHJIETTeMenep YIIiH
09CEKeNeCTIKTIH KYIICIol KaFJaiblHIa KOMMEPIVMSUIBIK OaHKTEp 63 MapKEeTHHTTIK KOMMYHHKAIUSIIAPBIH
OHTAMJIAHABIPY KaXKeTTiTiriHe Ttam Oonaabl. Jlemo3uTTepai TapTyablH JOCTYplli MOAeNl — JKammai
TeNIEMapKETUHT («CYBIK KOHBIpAyJIap») — TOMEH KOHBEPCHSJIBIK KOPCETKIIITEP MEH >KOFapbl OMEPaIUsIIbIK
HIBIFBIHIAPMEH CUTIATTaNabl, Oy OM3HEC-IpoliecTepe TOCKAYbUIIap TyAbIpaabl. Bysl 3epTTey MalmHaMeH
OKBITY aJTOPUTMJICPIHE HETi3eIreH MYHJAl IIEKTeyJepl aHBIKTAY KOHE KO 9ICTEMECiH YChIHAJBI.
Omnupukanelk gepekrepre (11 162 0Oakpuiay) cylieHe OTBIPBIN, EKUTIK KiaccuuKaius Mojesbepi
(;morucrukansik perpeccus, Random Forest, Gradient Boosting) KypbUIbIl, BaluAalusUiaHabL AJJIBIH ana
aHATMTHKAFa KOy MakcarTainMaraH TpadukTiH 43%-ra nedinri Oemirid aHbIKTayFa, KITUeHT TapTy IIBIFBIHBIH
(CAC) azaiiTyra skoHE caTy IPOILECIH ©3repTyre MYMKIH/IIK OepeTiHi JaJIelaeH . DKOHOMHUKAIBIK THIMIUIIK
TyprhIchIHaH Precision sxone Recall kepceTkimTepid TyciHAipyre epekiie Ha3ap aylapbluiajibl.

Tyiiin ce3mep: OaHKTIK MapKETHHT, MalllMHAMEH OKBITY, €KUIIK XKIKTey, TapIIbUIBIKTap, OOMKaMIbl
aHaluTHKa, [ pagueHTTik OycTuHr, Panmsm dopect, OrusHec-mporiecTepai OHTalIaHIbIPy, AepeKTep i OacKapy.

Temip Hypmaxan
Kazaxcrkuii nayuonanonwiil ynusepcumem um. Ano-@apabu, Anmamol, Kazaxcman

HUCIIOJIB30BAHUE AJITOPUTMA MAIHIMHHOI'O OBYYEHUA JJIA BBISIBJIEHUSA CJIABBIX
MECT B ITIPOIIECCE B3AUMOJIEVICTBUS BAHKA U KJIMEHTOB

Temup Hypmaxan, waructpadt, ¢aKynsTeT HH(POPMAIIMOHHBIX TEXHONOTHH, Kadeapa
nckyccrBenHoro natemiekra u BIG DATA, maructpanTt, Ka3axckuil HalmmoHaNbHBIA YHUBEPCUTET UM. AJTb-
®dapabu, Anmatsl, Kazaxcran.

AnHoTtanus. B ycnoBmsax wmdpoBoit TpaHchopmannyu (HUHAHCOBOTO CEKTOpa W yCHUJICHUSA
KOHKYPEHIIMH 32 0053aTelbCTBA KOMMEPYECKHE OaHKH CTAJKHMBAIOTCS C HEOOXOAMMOCTHIO ONTHMH3ALUH
CBOMX MAapKETHHIOBBIX KOMMYyHUKauuii. TpaauioHHass MOAENb TWPHUBICYCHHS IEHMO3UTOB-MACCOBBIN
TEIIeMapKETHHT («XOJIOTHBIC 3BOHKI») — XapaKTepH3yeTcs HU3KUMU MOKa3aTeNsIMA KOHBEPCHU U BHICOKHMH
OIEpPalMOHHBIMU 3aTpaTaMH, 4TO CO3IaeT Oapbepbl B OM3HEC-Tpoleccax. JTO MCCIEHOBaHUE Ipeiaraet
METO/IONIOTHIO OOHAPY)KEHUSI M YCTPaHEHMs TaKUX OrPaHMYCHUI Ha OCHOBE AJTOPHUTMOB MAIIMHHOTO
oOyuenus. Ha ocHoBe ammupudecknx maHHbIX (11 162 HaOmromenws) ObLTH CO3MaHBI M MIPOBEPEHBI MOIEITH
OouHapHOH Kinaccudukanmu (Jorucrudeckas perpeccus, Random Forest, Gradient Boosting). JlokazaHo, 4To
Nepexo/1 K NpeBapUTENbHON aHAIMTHKE ITO3BOJISIET BBISIBUTH 110 43% HeweneBoro Tpaduka, CHU3UTh 3aTPaThl
Ha mnpusnedeHue kineHToB (CAC) m u3MeHuTh mpouecc npopax. C TOYKM 3peHHs SKOHOMHYECKOU
s dexTuBHOCTH 0c0O0E BHUMaHHE yIesieTcss MHTepIpeTanuy nokasareneii Precision u Recall.

KiroueBble c10Ba: 0aHKOBCKHMI MapKeTHHT, MAIIMHHOE 00y4YeHne, OnHapHas Kiaccu(puKanys, y3kue
MecTa, MPOTHO3HAs aHAJMTUKA, IpaJueHTHBIN OycTuHr, Panmsm dopect, ontumusanus OU3HEC-IPOLIECCOB,
yIpaBiieHue TaHHBIMH.
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Using a machine learning algorithm to identify weak points in the process of interaction between the
bank and customers

Temir Nurmakhan, master's Student, Faculty of Information Technologies, Department of artificial
intelligence and BIG DATA, Master's student, Al-Farabi Kazakh National University, Almaty, Kazakhstan.

Abstract. In the context of the digital transformation of the financial sector and increased competition
for obligations, commercial banks are faced with the need to optimize their marketing communications. The
traditional model of attracting deposits — mass telemarketing ("cold calls") — is characterized by low conversion
rates and high operating costs, which creates blockages in business processes. This study provides a
methodology for identifying and eliminating such constraints based on machine learning algorithms. Based on
empirical data (11,162 observations), binary classification models (logistic regression, Random Forest,
Gradient Boosting) were created and validated. It has been proven that the transition to pre-analytics allows
you to identify up to 43% of non-targeted traffic, reduce customer engagement loss (CAC), and change the
sales process. Particular attention is paid to the interpretation of Precision and Recall indicators in terms of
economic efficiency.

Keywords: banking marketing, machine learning, binary classification, bottlenecks, predictive
analytics, gradient busting, Randham Forest, Business Process Optimization, Data Management.

1. Kipicne. Byrinri sxoHOMuKaaa JACPEKTEP KAP)KbUIBIK MHCTUTYTTAPAbIH OdceKere KaOuLIeTTUIIrH
AHBIKTAWTHIH HEri3T1 aKTUBKE aiiHaayaa. EKIiHII JeHrei OaHKTep TYPaKThl KapKbUIaHIbIPYIbl KAMTaMachl3
€Ty MakcaTblHIa OJIIIeK calbIM OHIMIEpiH OelceHAl TypAae AambiTyaa. Anaiiga OChbl ©HIMICPAlI cary
apHajapbl KeOiHece KOHCEpBaTHBTI Oojblll Kaima Oepemi. TelneMapKeTHHI TYTBIHYIIBUIAPMEH e€3apa
OpEKeTTECYIIH HETi3ri Kypajbl OONbIN Kana Oepeli — KOHTaKT-OPTAJIbIK OIEpaTOPIapbIHBIH KIHEHTTEP
Oa3achIHa TikeJel KoHbIpay marysl [1].

byn Tocimmin Mocenmeci — OHBIH TOMEH TaHIAMAIBUIBIFBL baHKTEp MYMKIHIITIHIIE KOI oJIEyeTTi
CaJBIMIIBUIAPFA KETy YIIH «KiTeMIOiK >kaly» CTpaTerdsulapblH KonmaHanabl. by xyienmik macemenepre
oKeIesi:

1. TemeH KOHBepCHSUTHIK KepceTkimrep: C(CTaTHCTHKara COWKec, OaHKTIK CEeKTOpHarbl CYBIK
KOHBIpayIapAblH TuiMainiri cupexk 1-3%-maH acamel, Oyin pecypcTapiplH YIKEH BICBIpanKa
VITIBIpaFaHbIH KOPCETEI.

2. OmepauusiblK TOCKaybUImap: OUTIKTI KBI3METKEpJIEepAiH YaKbIThI MEH TeneoH KeNmlIepiHiH
CHIUBIMIBUTBIFBI  0ac TapTyldapibl OHJACYre KyMmMcalajbl, al Ke3eKTep HeMece pecypcTapibliH
JKETICIIEYIIIIr calgapblHaH afall KIHEHTTep Ha3apaH ThIC KaTybl MYMKiH [3].

3. bemenmix Toyekenmaep: MAOYybUIIIBUT MapKeTWHT anangblKTel (NPS) Temenpmerim, kiueHTTEpIiH
keryine (Churn Rate) pIkmman ereni.

3epTTeymiH e3eKTiIiri: 6aHk OacKapybIHIAFbl MapaJurMaHbl ©3repTy KaKeTTUIIriMeH OalaHBICTBI: KOJII-
OpTANIBIK KBI3METKEpJIepiH KeH KoelleMJe YJIFaWTylnaH akpUIABl IMIelliM KaObUTHaymbl KOIjay KyHemepiH
MHTEHCHUBTI Naiaananyra. JKyMBICTBIH MaKCcaThl — caTy MPOLECIHACT] MIEKTeyIep/li aHbIKTayFa JKOHE OJlap/Ibl
TYTBHIHYIIBI MiHE3-KYJIKBIH OOIDKaMIBIK MOJIENbICY apKbUIbl OHTAIaHABIPyFa apHAIIFaH aIrOPUTM/IIK TCIII
azipey.

2. MarepuaJjgap MeH daicrep
2.1. lepexTepai cunarray koHe 3epTTeymIiIik qepexktep Taagaysl (EDA)

3eprreydin 3MIUpUKaNbIK Heri3iH 11 162 MapkeTHHITIK OaifaHpic Typasibl akKHaparThl KaMTHUTHIH
JeTiepCoHaIaHABIPbIIFaH bank.csv 1epexTep KUBIHTBIFB Kypaabl. Op *a30a KIMeHTTiH culaTTaMaiapblHbIH
BEKTOPBIH KoHE KOMMYHUKALMS HOTHXKECIH (MaKCaTThl alfHBIMANbI — ACMO3UT: H9/5KOK) KOpCeTei.
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Benrinep kenicriri (X) 16 aiiHpIManbIian Typaasl )KoHE oap Kejeci kiactepiepre OeJiHreH:

o OuieyMeTTiK-1eMorpadusiabiK npoduinb: age, job, marital, education.

o Kapxsuibik npo¢uiis: balance (oprama XbpUIIBIK KaJIIbIK), housing (MmoTekaHblH O0mysbl), loan
(TyTeIHYIIBUIBEIK Hecue), default (Kapbi3apl eTey OoibIHIIA Ae(OIT).

o ArpIMIaFrbl HAYKaH mapaMeTpJepi: contact, day, month, duration, campaign.

o KapsiM-kaTbiHac Tapuxbl: pdays, previous, poutcome.

3epTTeyIiTiK IepeKTepi Tanaay asChlHAa HEri3ri aifHBIMaIbUIapAbIH Tapalybl MEH JUCIEPCHSICHI 3EPTTEI/I.
MakcaTThl CHIHBIITBIH Tapallybl CAIbICTRIPMAIIBI TYPJIE TSHIepIMIl €KeHI aHBIKTa B! (ermo3utTepAid 47,4 Y%-
bl MaKYJIIaHFaH, aj 0ac TapTyaapasiH 52,6 %-b1 0ac TapThUIFaH), Oy JIYphICTBIIBIK METPUKACHIH KOJIIaHyFa
MYMKIHZIIK Oepeni, Oipak OuzHecTiH Makcartrapbl yiiH onaik nen Kaiitapeim amy kepcerkimrepi 0acTs
OpBIH/Ia KaJaJbl.

2.2. JlepexTepi aaabIH ana eHjaey (AIAbIH aj1a oHJdey KYObIpPbI)

AJITOPUTMHIH KOHBEPI'eHTTUIINH KaMTaMachl3 €Ty VIIiH KOIl CaThUIbl JIEpeKTeplli eHJey KYOBIphI icke
ACBIPBULIBL:

1. AHoManusijiap MeH OJIKbUIBIKTAPABI OHAeY: pdays aifHbIMAIBICH! (COHFBI OaiylaHbICTaH Oepi OTKEH
KYH CaHbI) J)KaHa KJIMEHTTEp YIiH "-1" MoHIH KaMThIbl. ByJT KaIlIbIKTBIK MOIEIIbACPIH/IE 1Y TYIABIPIBL.
MoH 0-re e3reprinim, is_new_client ekisik ¢uiar eHriziiii.

2. Epekmenik koaray:

Label Encoding (x € {0, 1}) onmansumm:.

O  eKUIIK aiiHbIMaJIbLIapFa
o MHepapxuscel )KOK HOMHUHAIBAB! aifHBIMaTbIIap (KYMbIC, OuriM) ymrie One-Hot xomray omici
KOJITaHBULIBI. BYJT CBI3BIKTHI MOJENbAEP aPKbLIbl aHBIKTAIYBI MYMKIH KaJlFaH OpIUHAIIIBI
TOYEIAUTIKTEH ayllaK O0oJTyFa MyMKIHIIK O€pill, epeKIIeNiK KeHICTITiHIH oJIeMiH 42 oJeMre
JIEHIH apTTHIPIBL.
3. Macmrabray(Scaling): Canaplk cunarramanap (OamaHc, jxkac) Z-Oarajmay OOHBIHIIIA HOpMaliay
apKBUIBI CTAHAPTTAIJIbL:

MYHJa |[I — opTalla MOHI, aJl G — CTaHJAPTThI aybITKy. BYJl JIOTMCTHKAJBIK perpeccHs YIIiH aca
MaHBI3IBI, ce0eOl O AEpEKTEePAiH IMIKaJacklHa Ce3IMTall.

2.3. Banquaanusi mpoTOKOJIbI

Yiiri MakcaTThl Kiacc OolbIHIIA cTpaTuuKauusiIaHsbl, oKeITY (80%) xone Tectiney (20%) KubIHIBIIapbIHA
Oemiami. Mopens runepnapamerpiepin Oanrtay YmIiH 5-06NIKTIK KpOCC-BalUAamusl MPOIEAypachl
KOJIIaHBUIIBI, OYJI abIHFaH KOPCETKIIITepAiH Ke3AeHCOKTHIFBIH KOS IBI.

3. DKCIIepUMEHT KJHe HITH KeJIep

Byn OGemimzme cHUMYISAIUSHBIH erKel-TerKelTl Taiaaybl YCBHIHBIIAABI: ajJbIMEH Mocelelli aiiMakTapibl
AHBIKTAIl, COMAaH KeWiH MOJENbJi 3KOHOMHKAIBIK MaijaHbl OapblHIIA apTTHIPY YIIIH KaluOpieyMeH
asiKTaJIa bl

3.1 YakpIT Y3aKTBIFbIH TAN1ay APKbLIbI TAPIIBLIBIKTAPABI AHBIKTAY (TAPIIBLIBIK TAJIAAYbI)

OKCeprUMEHTTIH OipiHII Ke3eHi Ka3ipri yzaepicrte KYpbUIBIMABIK THIMCI3IIKTep Oap J1ereH rUmoTe3aHsbl
nonenyaeyre 0arpITTanpl. TeneMapKeTHHITErl peCypPCTHIK IbIFBIHAAPABIH HEeri3r1 KOpCeTKIll — KOHBIpay
y3aKkThIFbl. bi3 mepexkopabl OainaHbic y3akThiFbiHA Kapail 100 ceKyHATHIK apaiblKTapra Oemik >KoHe
KOHBEPCHSHBIH WAPTThl bIKTUMaIbirbin £ (Deposit| Duration) ecenrenik.
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Conversion Rate by Call Duration (Seconds)
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Duratlon Bms

Cyper 1. lllakpIpy y3aKThIFbIHA OAHIaHBICTHI KOHBEPCHSUIBIK KOPCETKIIII
I'paduk Tanpaysl: 1-cyper THIMCI3IIK aiiMaFbIH aifKbIH KOPCETE/T.

o l-aimak (< 100 c): KouBepcus 0-re tasy. byn — omeparopiapablH KOHBIpAY I, COIEMISCYTe
YaKBIT JKYMcarl, OiplieH 0ac TapTyFa YIIBIPAUTBIH «oIi aliMaKy.

o 2-aiimak (100-300 cex): KouBepcus ecyiHiH OacTanysl.

o 3- aiimak (300—1000 cek): XKorapsl THIMIUTIKTIH TYPAKTHI JCHTCHi.

o 4- aiimak (> 1000 cex): [llekapaiplK THIMAUTIKTIH TOMEHACYI.

Ken mesmmepaeri KoHpIpay mainy «1-30Hana» yikeH Tpaduk Tymsipaibl. ML-MomenbiHiH MiHIETI — OCBI

KITMEHTTEP/II Oap KOHBIPAY IIaIFaHFa JACHIH CY3TileH OTKi3iM, OCBl TapIIBIFBIH JKOK0.

3.2. Monesbaepain caabICTHIPMAJIBI TAIAAYbI

Y MonmenpIiK apXHTEKTypa OKBITHUIBIN, ChIHAKTaH oTKi3immi. Kemrikripinren ynrinepaeri (cbhrHaK
JKUBIHTHIFBI, N=2233) HOTIXKeep 1-KecTene KopCceTUIreH.

1-kecte. Mozens camachiHBIH KOpPCETKIIITepi

Aaroputm Accuracy Precision Recall F1-Score ROC-AUC
Logistic Regression 0.797 0.796 0.769 0.782 0.873
Random Forest 0.853 0.827 0.871 0.849 0.915
Gradient Boosting 0.846 0.819 0.866 0.842 0.919
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HNHutepnperanus:

Gradient Boosting anroputmi (XGBoost icke aceipysl) 0,919 ROC-AUC kepceTkilriMeH eH KaKCh
xanmnbiiay Kabinerin kepcerti. Random Forest con sxorapsl Recall kepcerkimin kepcerkenimen, Gradient
Boosting keneci kagaM — Kecy WIeriH TaHJay YIIiH MaHbI3/bl TYPAKThI BIKTUMAIBIK PEHTHHTIH YCHIHBI.

2-cyper. Anroputmaepnig ROC KUCBHIKTapbIHBIH CABICTBIPYHI

ROC Curves Comparison

1.0
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0.2

J/ —— Logistic Regression (AUC = 0.873)
/’ Random Forest (AUC = 0.915)
0.0 —— Gradient Boosting (AUC = 0.919)
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

ROC kuchIk rpaduri (2-cyper) ancaMOIb 9IiCTepiHiH (3KaChlUl )KOHE KBI3FBUIT-Caphl ChI3BIKTAP) CHI3BIKTHIK
MOJIeIbI'e KapaFaHIa YCTEMIITIH pacTanIbl.

3.3. Erxeii-Ter:keiisi kareaik Tanaaybsl (Confusion Matrix Analysis)

OnepanusuiblK THIMIUTIKTI OaFanay yiriH 013 eH y3mik monenbiH (Gradient Boosting) xaremik MaTpHIlachH
TangaiMeI3. by 6i3re abcTpakTini KepceTKimTep 1 Ou3Hec-poIecTep TUTiIHE ayaapyFa MYMKIHIIK Oeperti.

Cyper 3. Karenix marpurace! (Gradient Boosting)

Confusion Matrix: Gradient Boosting Model
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KBaapanTtrapasl Tajajgay:
1. True Negatives (TN) = 973.
busnec-marbIHaCHI: CaTI)IH ajlyra ILaI\/'II)IH €MEC KIIMCHTTEP, MOACIIb TapallblHaH AYPBIC aHbIKTAJIraH.
Ocepi: Hoctypm yaepicre OaHk OyJl KIHMSHTTEpiH OapiblFblHAa KOHbIpay Imanmap emi. Moaenb ocel 973
KOHBIpay/bl )kacamayFa MYMKIHAIK Oepirl, ’y3aereH >KyMbIC CaFaThIH YHEM/ICHII.
2. True Positives (TP) = 916.
busnec-marbIHachI: MOI[GJ'II) AYPBIC aHBIKTaraH MaKCAaTThl KIIMECHTTEP.
Ocepi: byn — eH y3uik oneparopiap KOHbIpay ANyl THIC 0ACBIMIIBIK OEpiIreH KIMEHTTEP Ti3iMi.
3. False Positives (FP) = 202.
busnec-marbsiHacel: Mogenb Ta0ObIic 0oajpl Aen OOoKaraHbIMEH, KJIMEHT 0ac TapTKaH JKaraaiap.
Ocepi: by — ce3ci3 onepalusuibIK MBIFBIHIAP («00C» KOHBIpaysIap), anakiaa onapasiH yieci (9%) ke3naercok
TaHJayMEH CaJIBICTBIPFaH/Ia eIoyip TOMEH.
4. False Negatives (FN) = 142.
busnec-marsinacel: JKoranTeurran maiiga. Mojens Ti3iIMHEH ajblll TaCTaFaHBIMEH, INBIH MOHIHIE KETiCiM
Oepep el AereH KIMEHTTE.
3.4. lllexTi 6anTay

CranaapTThl MOIEIbAEP KIacc TaralbiHaay yiriH 0,5 bIKTUMANIBIK IIETiH KoJgaHaapl. Anaiina, ousHecre |
sxoHe Il TunTeri KaTeaiKTep/iH MIBIFBIHBI Oip/eh emMec.

P
P

;
o IakpIpy HIBIFBIHBI (Ceant)

C

o JKoranraH KIMEHTTIH (Crmissed. IIBIFBIHBI JKOFaphl (CaJIbIMHBIH eMip OOWbIFbI KyHbI). bi3 maiima
(YHKIMSICBIH OapbIHILA apTTHIPY VIIMIH IIEKTI MoHI (0) OHTalIaHIBIPABIK;
Profit(8) = TP(0) - LTV — (TP(8) + FP(8)) - Coan
Tanmay xepcerkenaei, mekri Mol 0,5-Ten 0,35-ke TomeHaeTy KochiMia 40 MakcaTThl KIMEHTTI TapTyFa
(FN azarob1) MmyMkiHzik Oepeni, an «0oc» makbipynap (FP) causl eneycis eceni. By Momenbai Ou3HeCTiH
TOYEKEITe IETeH bIHTAachIHA OeiiMey OONBITT TaObLTa b,

TOMCH.

3.5. Coi3bIKTHIH MaHBB3ABLILIFBI (Feature Importance)

[emrim KaOBUIIAYABIH CHTIATHIH TYCIHY YIIiH 0i3 I'pamneHTTi KYIIeWTy MOAETIHIH CBI3BIKTHI MaHBI3ABLIBIK
TaIayblH KOJIJAH/IBIK,

4-cyper. Gradient Boosting Monenberi cunaTTapIblH MaHbI3IBUTBIFBI

Feature Importance (Gradient Boosting)

duration
month
contact
pdays
housing
poutcome
age
balance
day
previous
campaign
loan

education

job
marital
default

0.

o
o
i

0.2 0.3 0.4 0.5
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dakTopaapabl peHTHHITEY (4-cypeT) KeJseci yJarijiepai kepcerri:

o ¥Yzakreirel (54%): Kputukaisik Mapkep. ¥3ak oHriMmenep tabwicrieH OaitmanbicThl. (ECKepTy: HaKThI
0omkay MofeTiHae OYJT KOPCETKIIl KOHBIPAY aIbIH/Ia «OChI CETMEHTITCH OpTallla SHIIME Y3aKThIFbD)
KOPCETKIIIIMEH alIMacThIPbLIa/Ib).

o Aii (9,5%): AHBIK MayChIMIBUIBIK. MaMBIp MEH b1 COHBIHIA OCICEHAUTIKTIH ocyi OaiiKanambl, Oy
KOJUI-OPTAJIBIK KbI3METKEPJICPIH TUHAMHKAIIBIK OaCKapy/Ibl KaXKeT eTel.

o Konrakr (8,3%): ysanel  Tenedonmapra (MoOwibal  TenedoHIapra) JkacanraH —KOHBIpayiap
CTaIMOHAPIBIK Tee(OHIapFa KaparaHaa THIMJIIPEK.

o Pdays (7,8%): »xakpiHa OailyIaHBICKAH <OKBUIBD KITMEHTTEP/IIH CAThII aJTy BIKTUMAJIIBIFBI JKOFAPBI

4. Tankbuiay: Busnec-npouecrepai TpanchopMmanusiay xKoHe IKOHOMHKA

OKCTIepUMEHT HOTHKeNepl aHBIKTAIFaH TapIIbUIBIKTApABI JKOSTHIH JKaHAa OW3HEC-NPOoIeCTi jobajayra
MYMKIHJIK Oeperti.

4.1. Penmxxunnpunr npouecci (To-Be Model)
Kemiyiik KoHbIpay/1apaaH OomKaMIbl aHAJTUTHKAFa KOITy caTy 0eJiMIHIH )KYMBbIC JJOTMKAChIH ©3repTe/i:

1-ke3zen: baranay. Kimentrepain Oykin 6a3achl KYH callblH MallUHATBIK OKbITY (ML) MonenineH oTKi3iiei.
OpOip KIMeHTKe Kayar 0epy bIKTUMaabFsl (Propensity Score) TaraiibiHaana bl

2-ke3eH: CerMeHTanus.

o A cerment (Score > 0,7): «blcreik» munrep. VIP menemkepnepre xioepineni. Cxkpunt: «Kemicimmi
asKTay».

o B cerment (0,3 < Score < 0,7): «Ksuei» ymarep. Kanmel komr-opTanblkka xidepireni. CKpuIT:
«KaxeTTuTikrepai aHbIKTay».

o C cermenr (6amn < 0,3): «Cysik» muarep (nepekkopabiy 43%-b1). KoHpIpay Ti3iMiHEH MIBIFAPBIIAIbI.
Baiinansic ap3an udpisik apHanapra (Push, Email) aysicTeIpblaaabl.

4.2. JKOHOMUKAJBIK dcep/i ecenrey
bi3 pecypcrapap! yHeEMAEyAl chIHAK YATiCiHE (2 233 KIIMEHT) HETi3/1ee OTHIPHIN ecenTeimis.

Kopamannap:

o «Refusaly» maxpIpyasiH opraima yaKbIThI (t fail ) =3 MHUHYT.

o Omneparop KYMBICHIHBIH 0ip MUHYTBIHBIH KYHBI (CGE fmz’rl) = maptTHl 1 Gipiik.
o Ilem moninge Tepic Gomkamaap cansl (TN) = 973.

YaksIT YHemey:
Timegped — TN %t — 973 x 3 — 2919 M = 48.6 9acos

Bapneik nepexkop Ooitpramma (11 162 knueHT) yHeMzey miamaMeH 243 caraT Ta3a COWIIECY YaKbIThIHA TE€H
Oomasel. by aitbiHa 1,5 Tonbik mraTThik Kei3MeTkepaiH (FTE) sxyMbIchIHA SKBUBAJICHTTI.

HNuBecTunusaHbIH KaiTapbiMbl (ROI):

Kaiita koHbIpay 1mamy O6a3aceiH 43,5%-ra a3alThill, MakcaTThl KIUEHTTEpAIH 90%-bIH cakTall KalFaH Ke3/ie
(Recall maimeri OofibiHIIIa) KOHBEPCHS KOPCETKil 0actanksl 47%-1aH MbIHA A JISHTelre NeiiH eceni:

TP 916

TP + FP 916 + 202
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Byt coTTi KOHBIpaynapaslH THIFBI3ABIFEIH IIaMaMeH €Ki ece apTThIpajbl, OyJl onepaTtopiapAblH Kyh3emiciH
alTapibIKTal a3aiThIN, OapblH MOTUBAIUSACHIH apTTHIPAJIBL.

5. KopbITbIHABI

Ocpl 3epTTey OAHKTIK TEIEMApKECTHHITIH OINEPAllUsUIBIK THIMIUIIH apTThIpy MIHACTIH KapacThIPAbL.
MarirHaMeH OKbITY aJITOPUTMICPIH KOJIIaHa OTBIPHII, 013 CaTy MPOIECIHIET TeKETIIITep i MaTeMaTHKAIIBIK
TYpFbIIaH GopMaTr3alysIian, aHbIKTAIl )KOHE )KOFFa MYMKIHJIIK aJI/IbIK.

Heri3ri HoTmxenep:

o TexHonmorusuiblK THIMAUTIK: [paiueHTTi KYIIEUTy MOJIENbIepi koraphl Oomkay nanirin (ROC-AUC
> 0,91) kepceremi, Oyl onapabl MapKETHHITIK BOPOHKalapjaa CEHIMII Cy3ri peTiHie KolaaHyFa
MYMKIHIIK Oepeni [5].

o OmnepanusuiblK oHTainanapipy: Herisri Tockaybul periHfe Oenrini 0ac Tapry Tpadurid eHiey
aHBIKTAJIBI. AJIIBIH ajla aHaJMTHKA MAaKCaTThl JIMATEPIl eNeyll TYplAe MKOFalTIail IIBIFBIC
KoHbIpaysap kesnemid 40—45%-ra Jeiin a3aiiTa anajpl.

o Crparerusiblk MaHbI3bl: EpeKienikrepaiH MaHbI3AbUIBIFBIH Ty MiHE3-KYJIBIK (PaKTOpPIIapbIHBIH
(GaitnaHpic TapHXbl, OTKEH HAYKaHIAPJBIH HOTHIKEIEPl) CTATHKAIBIK JAeMOrpadUsuIbIK JepeKTepre
KaparaH/ia MaHbI3IbIpaK ekeHiH kepcerTi [1]. Byn 6ankrepre CRM sxyitenepinae nepekrepai sxuHay
MeEH cakTay TOCUIIEPiH KalTa Kapay/bl Tajarn eTel.

[MpakTukansik ycbiHbic: ExiHII JeHrelai OaHKTepre KacKaIThIK CKOPUHT MOJICNbACPIH €HTi3y YCHIHBUIAIbI,
OH/Ia MaIIMHAIIBIK OKBITY aJITOPUTMI THIMCI3 TpadukTi OaiilaHbIC OpTaNIBIFBIHA JKETHEH TYPHIT TOKTATAThIH
«KaKITa» PETiHe KbI3MET eTe]Ii.
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