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3AKOH PK «OB UICKYCCTBEHHOM UHTEJLJIEKTE»:
HACTOSIIIEE U BYIYLIEE

BnusHue NCKYCCTBEHHOTO MHTEIUIEKTA Ha OOIIECTBO HUKOTIa HE MPOSBISAIOCH TaK SIPKO U
HE Pa3BUBAJIIOCh TAKUMHU OBICTPBIMHU TEMIIAMH, KaK B I1OCJEIHUE ro/ibl. B MUpe yke HECKOJIbKO JIET
BEJIETCS TOHKA TEXHOJIOTMI MCKYCCTBEHHOI'O MHTEIJIEKTa, B KOTOPOM €CTh JiBa SIBHBIX JIUJEpa —
CIHIA u Kwurtaii, B OCHOBHOM OJiarojapsi 3HAYHMTEIbHBIM HHBECTHIIMSIM B HCCICIOBAHUS U
pa3paboTku B 00JacTH HMCKYCCTBEHHOTO MHTeUIeKTa. KazaxcraH HeZaBHO BKIIIOYWIICS B 3TOT
npouecc, korga Ilpesmnment Kaszaxcrana Kaceim-)Komapt TokaeB B CBOEM BBICTYIUIEHMHM Ha
MesxayHapogHoM Texnomorndeckom popyme «Digital Bridge 2023» B ropoae Acrane moauepKHy
Ba)KHOCTh MCKYCCTBEHHOI'O MHTEJUIEKTA /JI1 SKOHOMUYECKOTO POCTa CTPAHBbI.

Kazaxcran ctan ogHO#M U3 MEPBIX CTPaH, MPUHABIINX 3aKOH 00 HICKYCCTBEHHOM MHTEJLICKTE
(UN). TlepBbiit B Mupe 3akoH 00 HMCKYCCTBEHHOM HHTeiiekre — European Union Artificial
Intelligence Act — 611 punsaT EBponeiickium Coro30M 1 Hauan jaeiictBoBath 1 aBrycra 2024 rona.

B nenom, mporpecc M ycOBEpIIEHCTBOBAHHE HCKYCCTBEHHOIO HHTEIJIEKTa IMPOUCXOIUT
CTPEMUTENBHBIMU TEMIIAaMHU U B OyyllleM 3HAYUTEIHHO MOBIHUAET Ha 00MMK Beero mupa. [loaTomy
aKTUBHOE y4acTHE Halllel CTpaHbl B PA3BUTHU JaHHOU c(ephl SIBISETCS HE TOIBKO BaXKHBIM, HO U
€IMHCTBEHHO BO3MOKHBIM. B nannoii cBs3u [Ipesuaent Pecriy6nmku Kazaxcran K.K. TokaeB oco6o
nonuepkHyn: «be3 aktuBHoro BHenpenus MU Kazaxctan He CMOXET BblAEpkaTh INIOOATBHYIO
KOHKYPEHLIUIOM.

B Kazaxcrane yxe caenanbl ompenefeHHbIe mard mo ucnosb3doBanuto MW, Tak, Obutn
npeacTaBieHsl KoHIenus pa3BUTHI HCKYCCTBEHHOTO HHTeIIeKkTa Ha 2024-2029 ronbr; 00pa3oBaHO
MUHHUCTEPCTBO HMCKYCCTBEHHOIO WHTEJJIEKTAa M LU(PPOBOro pa3BuTusd, paspadoraHa Konuenius
pa3BUTHUS UCKYCCTBEHHOro uHTesiekTa Ha 2024-2029 roasl; OTKpBIT MeXIyHapOIHBIN LIEHTP
HCKYCCTBEHHOIr0o MHTelIekTa Alemai B Acrtane, oObeAMHUBILNN 00pa30BaHUE, HAYKY, CTapTaIlbl U
uu(ppoBoe TOCyNpaBieHHE; 3alylleH caMmblii MoLIHBIM B lleHTpanbHON A3uMM HalMOHAJIBHBIN
cynepkommbiorep Alemcloud, Bomegmmit B TOP-500 wmupa; npunst [Hudposoit komekc,
OOBEIMHUBIINK pPETyIUPOBaHUE HAaHHBIX, MIATPOPM U TOCYJAPCTBEHHBIX HH(POPMAIIMOHHBIX
cucreM; MU unTerpupoBaH B rocyJapcTBEHHbIE YCIYrH (JIEKTPOHHOE MPaBUTEILCTBO €JOV), B
6anku (Kaspi, Halyk u ap.).

OdunmanpHoe (POpUIUYECKOE) ompeneneHue uckycctBeHHoro uHtemwiekta (MU) Tenepn
3BYYHT CIEAYIOLUUM 00pa3oM:

«MckycCTBEHHBI MHTEIJIEKT — (DYHKIIMOHAJIbHAsE CHOCOOHOCTh MMHUTALIMUM KOTHUTHUBHBIX
GyHKIMH, XapakTepHbIX [IJIs 4YeloBeKa, oOOecneuMBarolias pe3yibTaTbl, COMNOCTaBHUMBIE C
pe3yJibTaTaMi UHTEJUIEKTYaIbHON AESITEIbHOCTH YEJI0BEKA WIIN IPEBOCXOIAIINE UX.

Orto ompeneneHue 3akperieHo B 3akoHe PecnyOnuku Kazaxctan «O0 HCKYCCTBEHHOM
uHTeekTe», noanucanuoMm I[lpesunentom PK 17 HosiOps 2025 roma. 3akoH BcTynuT B cuiy 18
auBaps 2026 rona.
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YNATThIK FhINbIM
AKAOLEMWACHI

N°2 (anpenb-utoHb) 2025 rop,

3akoH coctouT u3 31 crareu. B crathe 1 3akoHa naeTcss mepeyeHb KIIOYEBBIX MOHSITHM:
Ooubnnorexka naHHbIX, Mojesb MW, TekCcTOBBIN 3ampoc, CUHHTETHYECKHE PE3ybTaThl AEITeIbHOCTU
cucrem MU u apyrue. Ocoboe MecTo 3aHMMAET MOHATHE «MOJIEIb HCKYCCTBEHHOTO MHTEIUICKTa —
MPOrPaMMHBIN MPOJYKT, KOTOPBIM: peliaer cHerualv3upoBaHHbIE HHTEIUICKTYyalbHbIE 3ajauu;
criocoOeH 00y4aTbes M aAanTUPOBATHCA K YCIIOBHUAM; ONTUMU3UPYET MPOLECCH U PE3yIbTAaThl CBOCH
paboTHI.

3a nmocnennue roapl Kasaxcran co3nan ogHy U3 Hauboiee pa3BUTHIX B PETHOHE SKOCHCTEM
AJIEKTPOHHOTO MPaBUTENILCTBA, BKIIOYAIOUIYI0 HHU(POBBIE YCIYyTH, HAMOHAJIbHBIE MIATQOPMBI U
MHTETPUPOBAHHBIE CUCTEMBI TOCYIaPCTBEHHOTO YIIPABJICHUSI.

B Ka3axcrane uCKyCCTBEHHBIN MHTEIJICKT YK€ aKTHBHO BHEJIPSETCS B pa3IMyHbIe 001acTU
HAYYHBIX UCCIICJIOBAHMIA, YTO CIOCOOCTBYET Pa3BUTHIO HHHOBAIIMOHHBIX TEXHOJIOTHIA U MOBBIIICHHUS
s dextuBHOCTH pernenuii. Cpean KIII0UeBbIX OTpaciiei:

Meouyuna u 30pasooxpanenue. Vcnonp3oBanne WU mis auarHoctuku 3a00JIeBaHUM,
aHaJlM3a MEAUIIMHCKUX U300pakeHUi, pa3paboTKH EePCOHAIU3UPOBAHHOTO JICUEHUS, TPEICKa3aHus
SMHUIEMHUI 1 MOHUTOPHUHTA 3/I0POBbSI HACEIICHHSL.

Aepapnvie nayku. Ilpumenenue MW a5 cOBEpIIEHCTBOBaHHUSA CEJIbCKOXO3SMCTBEHHBIX
TEXHOJIOTUH, IPOTHO3UPOBAHUS YPOXKAEB, ONTHMH3AINN UCIIOIB30BAHUS PECYPCOB U 00ECIICUCHHUS
MIPOJIOBOJILCTBEHHON OE30MTaCHOCTH.

Dkonozust u oxpauna okpyaxcarowel cpeosi. icnonp3zoBanue cucreM UM ans MoHUTOpHHTA
HKOJIOTMUECKON CHUTyalluu, MOJICIMPOBAHMUs HM3MEHEHUH KJIUMara, OICHKHM BO3JEHCTBUS
MIPOMBIIIICHHBIX TPEANPUATHIA U aBTOMATHYECKOTO OOHAPYKEHUS 3arpsI3HEHU.

T'eonocus u medpononvsosanue. IlpuMeHeHHE aHATUTUYECKUX AaJTOPUTMOB JJIsl TOHUCKA
HOBBIX MECTOPOXKJICHHIA, OIICHKH 3aI1acOB M aBTOMATH3AIMN Pa3BEIOYHBIX PadoT.

Onepeemuxa. Buenpenne WM nansg onTUMHU3aluu  MPOU3BOJICTBA, pAacCHpeleNieHUus WU
MOTpeOJIeHUsT PHEPTUU, a TaKXKe JUIsi MPOTHO3HPOBAHHS aBAPUNHBIX CUTYallMd U TOBBIIICHUS
3Heprodh(PeKTUBHOCTH.

Hngpopmayuonnvie mexuonocuu u Kubepbezonachocms. Pa3paboTka CHUCTEM 3allUTHI
uHbOpMaINHY, MPEJOTBPALICHU KUOepaTak, aBTOMAaTU3UPOBAHHOTO aHAIN3a JIAHHBIX U CO3JaHHUS
WHTEJJIEKTYaTbHBIX CETEH.

Kocmuueckue uccnedosanusi. OOpaboTKa CHYTHUKOBBIX JAaHHBIX, MOJEIHUPOBAHHE
KOCMHUYECKHX TPOIIECCOB, PA3BUTHE TEXHOJOTUN IUCTAHIIMOHHOTO 30HAMPOBAHHUS W HM3yYCHUS
TUTAHETHI.

Obpazosanue u Hayka o dannvix. Bueapenne W s nepconanmzanuu oOpa3oBaTeNbHBIX
porpaMM, aBTOMATH3AIUN OLIEHKH 3HAHUK ¥ 00pabOTKHM HAyYHBIX JaHHBIX.

Takum 00pa3oM, COBpPEMEHHBIM 3Tan pa3BUTUS OOILIECTBA XapaKTEPHU3YeTCsl MOBBIIIEHUEM
TEMIIOB MHHOBAIIMOHHOTO TIporpecca, U cuctembl MW SBISIOTCS €ro OCHOBHBIMHU JIBIDKYIIAMHU
cunamu. COBpeMEHHBIE alTOpUTMBbI BCE yalle H30aBIAIOT HAcC OT HEOOXOAMMOCTH NPHUHUMATh
pelIeHHs — OHHU BBIOMPAIOT MapIIPYTHI, COCTABIISIFOT TEKCTHI U 1axe (GopMUpyroT MHeHHSL. [Ipn aToM
BXHO pPAa3BUBATh KPUTHYECKOE MBIIUICHHWE, YYUTHCS pPa3nuyaTh (DaKThl OT CreHEPUPOBAHHBIX
TaHHBIX ¥ COXPAHATh YMEHHE TPUHUMATh CAMOCTOSITEIbHBIC PEIICHNUSI.

HckyccTBEeHHBI MHTEIUIEKT MOXET TIOMOTaTh aHAIM3UPOBATh M CTPYKTYypUPOBATH
nHpOpMAIHIO, HO HE 3aMEHsIET YeJOBEYECKOe CYXICHHE, MOpalh M AMOLMWHU. 3aKOH TPSMO
¢ukcupyer, uro UM He saBnsercs cyOBEeKTOM MpaBa. 3a BCE pelICHUs, OMIMOKU M IMOCIEACTBUS
OTBETCTBEHHOCTH HECYT BJIAJIENbIIBI U TI0JIH30BATENIN CHCTEMBI. [10JTHAsT OTBETCTBEHHOCTH 32 paboTy
HCKYCCTBEHHOT0 MHTEJJIeKTa B Ka3axcTaHe JIeXkHT Ha YeloBeKe.

[TpunsiB nepBbiii B pernoHe 3akoH «O0 MCKycCTBEHHOM HHTeliekTe», Kazaxcran pemaer
BOXHBIM mar Kk O€30MacHOMY M OTBETCTBEHHOMY pAa3BUTHIO IM(PPOBBIX TEXHOJOTHHA. ITOT
HOPMATHBHBIN aKT CO3/1aeT PABOBYIO OCHOBY JUTs BHeApeHHs M B 95KOHOMUKY U TOCyIapCTBEHHBIE
YCIYTH, TIPY 3TOM 3allUIIIas IpaBa, CBOOO/IbI U IOCTOMHCTBO Ipaxk/iaH. YeraoBeK UMeET paBo 3HATh,
YTO B TPUHATUM pelIeHud ydacTtBoBaia cucrema WU, wmoxer 3ampocuth OOBSICHEHHE
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aBTOMAaTHYECKOI'O PELICHHs], €CIM OHO 3aTPOHYJIO €ro MHTEPECHI, a €ro JAaHHble 00padaTHIBAIOTCS
TOJIBKO B PaMKaX 3aKOHA U C COOJIIO/ICHUEM HaIJIeKAIINX MEp 3allUTHI.

Kpome Toro, 3akoH mpsiMo 3aIpemiaeT Co3/1aHnue U UCIOJIb30BAHUE CUCTEM, HAIPABICHHBIX
HAa MaHUMYJSIIUIO TOBEJCHHEM 4YEJIOBEKa, JKCIUTyaTallMl0 €ro YsA3BUMOCTEH, (opMUpOBaHUE
COIIMAJILHOTO PEHTHHTA, OTIPE/ICTICHNE IMOINI 06€3 coTacus U HeJleralbHy0 COOPKY NaHHBIX. Takum
o0pa3oM, rocyJapcTBO 3aKpbIBaeT JOPOTY OIMACHBIM JKCHEPUMEHTAM M YKPEIUISIeT JI0BEepHUe K
udpoBoi cpene.

CeroHss MCKYCCTBEHHBIM HHTEIUIEKT MEPEXKUBACT HACTOALIUN TEXHOJOTHYECKHH OyM,
CTaHOBSICh BaKHEHIIUM (PaKTOpOM B cpepax 3KOHOMUKHU, Hayku U noautuku. K 2025 rony N ne
TOJIBKO MPOJEMOHCTPUPOBAII BIICUATIISIONIUE PE3YNbTaThl B PELICHUU CIOKHBIX 3a7ad, HO U BCe
aKTHBHEE HWHTETPUPOBAICA B IOBCEAHEBHYIO JKM3Hb, CYIIECTBEHHO MOBBIIIAs 3(P(EKTUBHOCTH
npoueccoB u TpaHchopMupys polHOK Tpyaa. Pecypcet MU yxe mnpeBOCXOASAT ueIOBEYECKHE
BO3MOJKHOCTH I10 OIIEPAaTUBHOCTH IMOKMCKa, cOopa, 00paboTKu HH(POpMAIIHH.

HUrorom 2025 roma sBisercs mepexon OT IUGPOBBIX CEPBUCOB K ympaBisemon WH-
sKocUCcTeME. ['0cyaapCTBO 3alI0KUJIO MPAaBOBYIO, BBIYHUCIUTENBHYIO U KaJpoBYyIO 0a3y, KoTopas
MO3BOJISIET MAaCHITA0MPOBAaTh MCKYCCTBEHHBIH HHTEIUICKT KaK KIIIOUEBOM HHCTPYMEHT Pa3BUTHUS
SKOHOMMKH U YIIPABJICHHUSI.

HAYKA MHTENNEKTYAJIbHbIX CUCTEM
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Abstract. This study integrates weather forecasting and machine learning to propose a new method for
corporate carbon emission accounting and management. First, set up a weather data acquisition system to
obtain real-time and future 15-day weather forecast data; Then use the carbon emission calculation method to
monitor and calculate the energy consumption and carbon dioxide emissions in the production process of the
enterprise in real time; Then, with the help of machine learning algorithms such as neural networks, a
prediction model is built based on historical data to analyze and predict the impact of different factors on
carbon emissions. Finally, through data analysis and cost forecasting, we provide reliable carbon cost
prediction and management services for enterprises, help enterprises adjust production plans, improve
production efficiency, and formulate scientific and effective emission reduction strategies. This method
significantly improves the accuracy and stability of carbon emission forecasting, and has important practical
significance for enterprise carbon cost accounting and management, which can help enterprises reduce
environmental risks and costs, and provide new ideas and methods for enterprise carbon emission management
and sustainable development.

Keywords: weather forecasting; Machine learning; carbon emission accounting; Management; Cost
forecasting.
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Annotanusi. byn 3eprreyne aya paidlblH 00JDKay MEH MAaIIMHABIK OKBITY O1pIKTIpLIII, KOPIOPATHBTIK
KOMIpTEK IIbIFaPbIHIBUIAPBIH €CEITKe aJTy )KOHE OaCKapy/IbIH jKaHa TOCLITI YChIHBUIAIBI. AJIJIBIMEH HAKThI yaKbIT
PSKUMIHIIE JKoHE anjarbl |5 Toymikke apHajFaH aya pailbl JepeKTepiH alyFa MYMKIHZIIK OeperiH
METeoNIepeKTep Il KUHAY Kyhecl opHaThiaael. KelfiH KocimOphIHHBIH OHJIPICTIK YIepiCTepiHIETI SHEPrHs
TYTBIHYBI MEH KOMIpKbIIKbUT ra3bl (CO2) MbFapbIHABUIAPEI HAKTHI YaKBIT PEXKUMIH/IE MOHUTOPHHT JKaCaJbIIL,
KOMIPTEK MIBIFAPBIHIBIIAPBIH €CENTey dficTeMeciMeH ecenTelie/li. byan coH HEHMPOHBIK JKENiJIep CUSKTHI
MAalllMHAJIBIK OKBITY alTOPUTMJICPIHIH KOMETIMEH TapuXu JepeKTep Heri3iHae oprypii (akToprapabiH
HIBIFAPBIHIBIIAPFA SCEPiH Tajaarn, OOmKaNThIH O0KaMIbIK MOeb Kypbliaasl. COHbIHIA AEPEKTEPl Tanaay
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JKOHE MIBIFBIHAP/IBI 00Ky apKbUIBI KOCITOPBIHAApFa KeMipTek KyHbBIH (carbon cost) Oommkay skoHe Oackapy
OOMBIHIIIA CEHIMJII KbI3METTEp KepceTiyie[i, OyJI eHAIpICTIK >Kocmapiapasl TY3eTyre, OHIIpic THIMALIITH
apTTBIPYFa JKOHE IILIFAPBIHABUEAP/IBI TOMEHICTYNIH FBUIBIMH Opi THIMII CTpaTerusiiapblH d3ipieyre
xKopaeMaecenil. ¥ChIHBUIFAH O/lic KeMIpTEK NIBIFAPBIHBIIAPHIH OOIDKAYIBIH JIDJIITT MEH TYPAKTHUIBIFBIH
afTapJbIKTail apTThIpalIbl KOHE KOCITOPBIHHBIH KOMIPTEK KYHBIH €CEIKe aly MEH OacKapy YILIiH MaHBI3IbI
NPAaKTUKAJIBIK MOHTE He: OJ SKOJOTHSUIBIK TOyeKeNiep MEH MIBIFBIHAApIbl a3aiiTyra KeMeKTecedl KoHe
KOMIpTeK IIBIFapbIHIBUIAPBIH OACKapy MEH OPHBIKTHI IaMyFa jKaHa HIesIap MEH TOCUIIEp YChIHABL.

Tyiiin ce3aep: aya paifplH OOmKay; MalIMHAJIBIK OKBITY; KOMIPTEK MIBIFAPBIHIBUIAPBIH €CENKe aiy;
Oackapy; MIBIFBIHAAPBI OOIDKAY.
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AHHoTauusi. B 1aHHOM WCCIEOBaHUM WHTETPUPYIOTCS IPOTHO3MPOBAHHE TIOTOABI U METOIBI
MAIIMHHOTO OOy4YEHUS Al TPEUIOKECHHS HOBOTO IMOAXOAa K KOPIIOPAaTHBHOMY YUYETY M YIPaBICHHIO
yIIepoaHbIMH BEIOpocamu. CHavasa pa3BEépTHIBACTCS CUCTEMA MTOTYUSHNSI METEOIaHHBIX JUIsl COOpa IMOro HOM
nHPOPMAIK B PealbHOM BpeMEHH U 15-THEeBHOTO MporHo3a. 3aTeM € MCMOIb30BaHUEM METOIUKH pacuéTra
YIJIEPOOHBIX  BBIOPOCOB B PEAJBHOM BPEMEHH OCYIIECTBISIIOTCS MOHUTOPHHT W BBIYHCIICHUE
sHepronorpedienus u BEIOpocoB auokcuna yriepona (CO:) B Mporu3BOACTBEHHBIX MPOIEccax MPeIIpUsITHSL.
Janee mpu TOMOIIM anrOPUTMOB MAIIMHHOTO OOyYeHHs, TaKMX Kak HEHpOHHBIE CETH, Ha OCHOBE
HCTOPUYCCKUX JaHHBIX CTPOUTCA IMPOTrHOCTUYCCKAA MOACIbL I aHajln3a W IPOrHO3UPOBAHUA BIIMAHHA
pa3nuuHbIX pakTopoB Ha 00BEM BEIOpOCcOB. HakoHel, ¢ onopoii Ha aHasm3 TaHHBIX U IPOTHO3UPOBaHKE 3aTPaT
MIPEAOCTABISIOTCS HAAEKHBIE YCIYTH MO MPOrHO3UPOBAHUIO M YIIPABJICHHUIO YIJIEPOJAHBIMH 3aTpaTaMu, YTO
MOMOTaeT MPEANPHUSITHSAM KOPPEKTUPOBAaTh TPOW3BOJCTBEHHBIC IIJIaHBI, TOBBINATH 3P(PEKTUBHOCTh H
pa3pabarsiBarb Hay4HO 00OCHOBaHHbBIE M 3()(PEeKTUBHBIE CTpATEruu CHWKEHHS BHIOPOCOB. IIpennoxeHHbIi
METOJI CyLIIECTBEHHO MOBBIIIAET TOYHOCTh U YCTOHUMBOCTH IPOrHO3MPOBAHUS YITIEPOAHBIX BHIOPOCOB 1 IMEET
BaKHOE MPAKTUUECKOE 3HAYCHHE Uil y4€Ta M YIPaBICHUS YIIEPOIHBIMHU 3aTpaTamMyd HpPEANpUSTHS: OH
IIOMOTaeT CHIJKATh SKOJIOTMYECKHE PUCKH M M3ICP)KKH, a TaKXkKe IpeylaraeT HOBbIE HICH U METOMBI
yIpaBJIeHHs YIIIEPOAHBIMH BBIOPOCAMHU M YCTOWYMBOTO PAa3BUTHSL.

KiroueBble cjioBa: NMpOrHO3MpOBaHHE IOTONbI; MAIIMHHOE OOydYeHHe; Y4ET YIVICpPOAHBIX BBIOPOCOB;
yIIpaBJIeHHE; IIPOrHO3UPOBAHHUE 3aTpaT.

Introduction. The impact of global warming is huge, and carbon emissions are one of the main causes.
In order to achieve sustainable development, many countries have set carbon emission caps to encourage
enterprises to reduce emissions. Corporate carbon emissions are related to energy consumption and type, and
accurate calculation is of great significance for formulating emission reduction strategies. However, the
traditional carbon emission calculation method has a large investment in manpower and material resources and
is not accurate, which limits the implementation of emission reduction strategies.

Weather forecasting realizes weather prediction with the help of meteorological and geological
information, which has been integrated into daily life, and the accuracy is constantly improving. Machine
learning is increasingly widely used to mine the value of data and predict trends using computer algorithms
and statistical theories.

Climate change is a serious global problem, and human activities are the main triggers, and reducing
carbon emissions has become an international consensus. As a major energy consumer and greenhouse gas
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emitter, enterprises have made outstanding contributions to carbon emissions in large industrial countries.
Therefore, it is important to scientifically calculate and manage the carbon emissions of enterprises, which is
related to ecological and socio-economic development. At present, various fields are actively exploring the
path of low-carbon economy, and the problem of corporate carbon emissions needs to be solved urgently.

The research on corporate carbon emission management at home and abroad focuses on carbon footprint
calculation and management, the establishment and promotion of carbon trading market, and the openness and
transparency of carbon emission data (Yang, et al, 2024). However, there are many problems with traditional
methods, such as high energy consumption of carbon footprint calculation, difficulty in unified management
of carbon trading markets, and easy concealment and falsification of carbon emission data.

At present, the measurement, management and reduction of corporate carbon emissions mainly use
statistical algorithm-based methods, the former relies on a large amount of historical data and is susceptible to
external interference, and model-based methods, the latter has high data requirements. The application of
weather forecasting and machine learning technologies is expected to make up for the shortcomings of these
two methods and improve the accuracy of measurement and management.

Theorical Framework

The traditional carbon emission accounting methods mainly include the combustion method, which
estimates carbon dioxide emissions based on energy consumption, and the process analysis method, which
calculates carbon dioxide emissions according to energy consumption, and the latter calculates according to
the production process and raw material use (Wei, et al, 2024). Carbon reduction management strategies
include energy substitution, process improvement, and resource optimization, etc., and can be evaluated by
reducing energy consumption and optimizing production processes to reduce carbon emissions, and their
effects can be evaluated with the help of an indicator system.

Weather forecast data is available through weather forecasting websites or API interfaces, covering key
meteorological parameters, processed and cleaned for carbon accounting. Weather factors have a significant
impact on corporate carbon emissions, such as temperature affecting energy consumption and humidity
affecting chemical reactions. Machine learning algorithms, such as decision trees and support vector machines,
are widely used in carbon emission management, which can build models to predict carbon emissions, and can
also provide optimization and decision support for carbon emission reduction strategies, helping enterprises
determine the best emission reduction plan. Combining weather forecast data with traditional accounting
methods and using machine learning algorithms can more accurately predict carbon emissions and formulate
effective emission reduction strategies for enterprises.

Carbon emission monitoring collects data such as energy consumption and emission sources with the help
of sensors and monitoring equipment, and then analyzes, processes and interprets them. Enterprises should
follow the requirements of scoping, accurate data, standardized format, and improved transparency in the
preparation of carbon emission reports, and comprehensive and accurate reports can help enterprises manage
carbon emissions (Zheyu, et al, 2024). Using data visualization tools to display carbon emission trends and
compare data from different time periods and other enterprises can assist enterprises in scientific decision-
making and efficient management of carbon emissions.

Clean energy technologies are the key to reducing carbon emissions, and solar, wind, and hydro can
replace traditional fossil fuels, and large-scale promotion can significantly reduce carbon emissions. Energy
efficiency and energy-saving technologies are widely used in buildings, transportation, and industry to reduce
energy consumption without compromising service levels by improving thermal insulation, promoting electric
vehicles, and optimizing production processes. Carbon capture and carbon storage technology captures carbon
dioxide through chemical absorption, physical adsorption, etc., and sequesters it through underground storage
or conversion and utilization (Chen, et al, 2024). New materials and low-carbon technology innovations bring
new opportunities, new battery and energy storage technologies help the development of electric vehicles, and
new materials improve solar energy efficiency, providing more options for reducing carbon emissions.

Materials and methods

Driven by the "dual carbon" goal, enterprises involved in carbon quotas and carbon tariffs are facing
pressure on carbon management, and it is urgent to comprehensively verify the total amount of carbon
emissions and establish a carbon cost management system. The power industry accounts for a high proportion
of carbon emissions, and due to the influence of new energy power generation, the carbon emission factor
fluctuates violently due to meteorological factors such as sunshine and wind speed, which brings uncertainty
to carbon cost management (Li, et al, 2024).
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This study combines weather forecast data with electricity carbon emission factors, and uses machine
learning algorithms to calculate and predict real-time power carbon emission factors in the next 15 days,
providing a scientific basis for enterprise carbon cost management and emission reduction.

In order to meet the needs of enterprises, a carbon emission monitoring information system is designed,
and its design ideas and framework are shown in Figure 1. The system provides a visual representation of the
past, current, and 15-day daily and hourly carbon emissions of electricity consumers. Enterprises can use this
data to predict and analyze carbon emission costs on the same day and in the next 15 days, and obtain reliable
carbon emission forecasting and management services in combination with production processes and plans. In
addition, the system can help companies adjust production plans, increase or decrease production loads, and
support decision-making (Li, et al, 2024).

The long-term operation of the monitoring system will help enterprises reduce costs, improve efficiency,
and formulate more scientific and effective emission reduction plans. The research results are of great
significance for enterprises to achieve carbon emission reduction, improve resource utilization efficiency, and
formulate sustainable development strategies.

[ Solution Design ]
I

v v

[ System Design ] [ Mechanical Design ]

Theoretical

design calculation

Data Data Model System
preprocessin processing Development

collection
Carbon Emission
Cost Forecast Report

application

Figure 1: System design ideas and frameworks

The system collects data from multiple data sources such as meteorological bureaus, equipment sensors,
and production sites, stores them in cloud databases, and cleans, converts, and standardizes pre-processing to
meet the needs of subsequent model construction and analysis.

Meteorological data covers temperature, humidity, wind speed, precipitation and other parameters,
analyzes their impact through historical data and machine learning algorithms, extracts key eigenvalues, and
analyzes the correlation between meteorological factors and carbon emissions through statistical methods, so
as to establish a prediction model suitable for enterprises to predict future meteorological conditions.
Production data includes equipment usage, production process, energy consumption, pollutant emissions, etc.,
and analyzes these factors based on historical data and machine learning algorithms to predict future production
processes and energy consumption. Real-time equipment data involves machine status, energy consumption
details, flow meter and pressure gauge readings, etc., with the help of on-site sensors and equipment interfaces
for real-time monitoring, combined with historical data to generate real-time operating charts and statistics.

The collected data needs to be cleaned, invalid and missing data removed, converted into a unified
standard format, and then standardized to conform to specific distribution rules, such as normal distribution.
This article uses daily weather forecast data, which can be obtained from meteorological websites or
meteorological bureaus, where temperature, humidity, wind speed, rainfall and other information are essential
for enterprise carbon emission accounting and management (Li, et al, 2024).
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Corporate carbon emissions are generated by a combination of factors such as energy consumption,
transportation and logistics, waste disposal, and chemical use. By measuring and tracking the carbon emissions
of each link of the company's production activities, it identifies the peak period and emission sources of carbon
emissions, and provides a scientific basis for enterprises to formulate emission reduction measures.

Based on the carbon emission factors that have been analyzed, we can build a carbon emission model
based on weather forecasting and machine learning techniques (Mao, et al, 2024). The model can input weather
forecast data and carbon emission factors in the production activities of the enterprise, and process and analyze
the data in the model, and finally output the carbon emissions of the enterprise. The specific design steps of
the model are as follows:

First, we need to preprocess weather forecast data and carbon emission factors. For weather forecast data,
it is first necessary to standardize its format, such as unifying the date and time format. For carbon emission
factors, we can use a standardized approach, that is, the values of multiple variables are scaled to the same
range (Cui, et al, 2024).

Feature engineering is the process of transforming raw data into a collection of features that a model can
recognize and utilize. In this paper, we feed weather forecast data and carbon emissions into the model as
features. In terms of feature selection, we can use correlation coefficient analysis, principal component analysis
and other techniques to screen out features with high correlation with carbon emissions (Chao, et al, 2024).

According to the results of feature engineering, we can choose machine learning algorithms suitable for
enterprise carbon emission accounting, such as linear regression, decision trees, random forests, etc., for
training. During the training process, we can use techniques such as cross-validation and grid search to improve
the accuracy and generalization performance of the model.

The data used is the historical data of the city-level city where the enterprise is located, and the data
collection interval is 5min, in which the weather indicators include irradiance, wind speed, humidity,
temperature and other indicators, which are set as input indicators, and the power carbon emission factor at the
corresponding time is the output index Using 80% of the local data for the whole year of 2022 as the initial
dataset, the BP neural network model was trained. The other 20% of the data is used as the test set to test the
accuracy of the model. The trend of carbon emission factors in Anhui Province in 2022 is shown in Figure 2.
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Figure 2: The trend of carbon emission factors in Anhui Province in 2022
The test dataset is fed into the trained model to evaluate the prediction performance of the model. Figure

3 shows the dynamic carbon emission factor for 24 hours in the future. The predicted dynamic carbon emission
factors for the next 15 days are shown in Figure 4.
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Fig. 3 The dynamic carbon emission factor for 24 hours in the future is predicted
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Figure 4: Predicted dynamic carbon emission factors for the next 15 days

In carbon emission accounting based on weather forecasting and machine learning, it is necessary to
identify the correlation of model prediction results, identify the weather factors that mainly affect carbon
emissions, and then design strategies to improve, control or reduce carbon emissions. Focus on model
limitations and sources of error, such as the accuracy of weather forecast data.

This accounting method can help companies accurately measure carbon emissions, take effective control
measures to reduce emissions, improve efficiency and reduce costs, and also help companies identify and track
carbon footprints and set strategic goals that are in line with government regulations and market competition
(Li, et al, 2024).

However, there are potential limitations to this approach. Weather forecast data may be inaccurate or
updated late, resulting in increased error in the results; At the same time, it relies on large amounts of corporate
energy use and weather condition data, which can affect the accuracy of the results if the data is incomplete or
incorrect.

Weather forecasting and machine learning-based enterprise carbon cost forecasting needs to consider
weather data acquisition, carbon emission calculation, machine learning modeling, and data analysis and cost
forecasting. The working principle of the prediction system is shown in Figure 5.
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Figure 5: Schematic diagram of the working principle of the information system

Real-time weather data and weather forecast data for the next 15 days can be obtained from the Met
website through the program. These data include indicators such as temperature, humidity, wind speed, and
rainfall.

A company's carbon emissions can be calculated by monitoring energy consumption and CO2 emissions
from production processes. Methods such as direct monitoring of emissions from outlets, the use of fuel
metering, or the use of carbon footprint tools can be employed.

Predictive models can be built based on existing historical data. In this process, the factors that affect
carbon emissions need to be identified and used as input variables for the prediction model (Lou, et al, 2024).
Machine learning algorithms such as BP neural networks can be used for modeling. The structure of the BP
neural network is shown in Figure 6.

BP neural network is a powerful feedforward neural network model, which is efficient and accurate in
achieving complex nonlinear mapping. The model trains the neural network by minimizing the error function,
and uses the error backpropagation algorithm to continuously correct the weights, and solves complex
problems by optimizing the network structure and model parameters.

The structure of the BP neural network includes an input layer, a hidden layer and an output layer, and
the training is completed by minimizing the mean square deviation between the actual output and the desired
output through gradient search technology. The BP algorithm includes forward propagation of signals and
backpropagation of errors. When calculating the actual output, the signal is passed from the input layer through
the hidden layer to the output layer; When correcting weights and thresholds, errors are backpropagated from
the output layer to the input layer.

By combining weather forecast data and machine learning modeling, data analysis and cost prediction
can be carried out to provide enterprises with reliable carbon cost prediction and management services. These
information technology tools can help enterprises adjust production plans, improve production efficiency, and
formulate more scientific and effective emission reduction strategies.
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Figure 6: Schematic diagram of BP neural network structure

Where x; represents the input of the jth node in the input layer, j = 1,..., M; w;; represents the weight

between the i-th node in the hidden layer and the j-th node in the input layer; 8; represents the threshold of the
i-th node in the hidden layer; @ represents the activation function of the hidden layer; wy,; represents the weight
between the k-th node in the output layer and the i-th node in the hidden layer, i=1,2,...,g; ay represents the
threshold of the k-th node in the output layer, k=1,...,L; ¢(x) represents the activation function of the output
layer; Oy, represents the output of the £-th node in the output layer.

Although the traditional BP neural network has good results in practical applications, there are still some
limitations. The BP algorithm is easily disturbed by noise during the training process, resulting in the over-
complexity of the parameters of the neural network and the over-fitting situation, which can only ensure the
smallest error on the training set, and the actual error on the test set may be large, resulting in the reduction of
prediction accuracy. Secondly, the BP algorithm is an optimization method based on gradient descent, which
can only guarantee to find the optimal solution of the current point, and it is easy to fall into the local optimum,
but cannot guarantee the global optimal solution. Figure 7 shows the BP algorithm program flow.

In order to improve the accuracy of the traditional BP neural network model, this work improves the
traditional BP neural network model by increasing the adaptive adjustment learning step size and increasing
the momentum term, so as to further improve the optimization ability of the neural network, so as to make
more accurate predictions of power carbon emission factors in the future.
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Figure 7: BP algorithm program flow chart
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In order to solve the problems of low prediction accuracy and possible overfitting in the training of

traditional BP neural network models, this paper proposes to increase the adaptive adjustment learning step
size on the traditional model. The learning step size is a constant 7, and if the value is too large or too small, it
will affect the training effect of the model. When the 1 error surface is relatively flat, the learning step size is
too small, which will cause the increase of learning times, and it should be increased n appropriately. When
around the minimum, the learning step size is too large to cause oscillations, which should be reduced 7. Based
on this, the rules for the adaptive learning step size are set as follows. where is the E (k) sum of squares of the
error of the first step k.

1.05n(k) E(k+1) <E(k)

n(k+1)=:0.7n(k) E(k+1)> 1.04E(k) (D
n(k) Other

The idea of overall adjustment is to increase the adaptive increase 7 when the learning converges to
shorten the learning time. When it is too large to converge, 1 it should be reduced immediately n until it
converges.

In order to solve the problem that the traditional BP neural network model is easy to fall into the local
minimum value and cannot get the optimal value in the training, this paper proposes a method to increase the
momentum term, and uses the momentum factor to transmit the last weight change. When the momentum
factor is 0, the last weight is generated by the gradient descent method. When the momentum factor is 1, the
new weight generated by the momentum factor method is the last weight change. Increasing the momentum
method is essentially equivalent to adding a damping term in the training process, which reduces the sensitivity
of the network to the local details of the error surface and slows down the oscillation trend of the learning
process, so as to avoid the network falling into the local minima Improve its astringency. The modified formula
for the momentum term is as follows:

AW; (k +1) = (L—mc)nd; p; +mcAw; (k)

(2)
Ab. (k +1) = (1—-mc)nd; + mcAb, (k)

Among them, £ is the number of training times, mc is the momentum factor, which is generally
0.95. By adding the momentum term, the network optimization can be helped to break away from
the local minimum of the error surface, effectively preventing the situation of falling into the local
optimum.

Therefore, in order to ensure the generalization ability and reliability of the model, the model is improved
to a certain extent when selecting the model.

Based on the established machine learning model, combined with historical data and current weather
forecasts, the future carbon cost can be predicted, and management measures can be formulated accordingly
to reduce the carbon emissions and carbon costs of enterprises. With the help of real-time sensor monitoring
and data analysis, the system can track the actual carbon emissions in real time, compare them with the
predicted values, and identify potential problems in time and take countermeasures. Once the actual carbon
emissions exceed the predicted value, the system will automatically alarm and remind the user to deal with it
(Liu, et al, 2024).

The system displays data in various forms such as charts and maps to facilitate users to grasp data trends.
At the same time, it supports custom reports and indicator cards to meet the needs of users to view data
personally. Users can use the reporting feature to export data as a table or PDF file for in-depth analysis. The
system can also provide targeted recommendations, such as optimizing production processes or equipment, to
help companies reduce their carbon footprint.

In addition, the system has strict security measures, including user authentication, data encryption, etc.,
to ensure data security, prevent leakage and tampering, and strictly comply with relevant data protection
regulations (Qiu, et al, 2024).

Results and discussion

Studies have shown that weather factors have a significant impact on carbon costs. Temperature,
humidity, wind speed, etc. are closely related to carbon cost, and when the temperature increases, the humidity
increases, and the wind speed increases, the carbon cost of enterprises often decreases, which is closely related
to energy consumption. For example, the use of air conditioners by enterprises at high temperatures increases
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carbon emissions; The use of heating equipment increases at low temperatures, and carbon emissions are
reduced; The increase in wind speed promotes natural ventilation of the atmosphere, reduces the accumulation
of indoor pollutants, and lowers carbon costs. Different industries respond differently to weather factors, with
manufacturing and construction industries responding significantly to temperature and humidity and less to
wind speed, which is related to their energy consumption patterns and utilization efficiency. The impact of
weather factors on carbon costs is not direct or linear, but through various approaches such as production
efficiency, employee behavior, and energy efficiency, and subsequent studies need to consider these
intermediate variables to more accurately simulate and predict their impacts (Shang, et al, 2024).

In this study, a neural network-based machine learning algorithm is used to predict the carbon cost of
enterprises, which outperforms the traditional linear regression method and can predict more accurately and
sensitively. With the help of deep learning algorithms, the neural network learns complex patterns and
relationships in historical data through multi-layer neurons, uses backpropagation algorithms to optimize
parameters during training, and uses cross-validation to evaluate prediction accuracy and generalization ability
during testing. The results show that the model has high accuracy and sensitivity in predicting corporate carbon
costs and can be effectively applied to corporate carbon management. At the same time, the model copes with
data noise, missing or outliers through data cleaning and preprocessing, and has high stability and reliability.

In practical applications, the model has significant advantages. The deep learning algorithm enables it to
better capture the nonlinear relationship of data and provide more accurate carbon cost prediction. The cross-
validation method ensures the stability of the prediction results of the model on different datasets. Data
cleaning and preprocessing ensure model stability and reliability. However, the model also has shortcomings.
On the one hand, when a large amount of historical data is required to make the amount of data insufficient or
inaccurate, it will affect the prediction results. Deep learning algorithms, on the other hand, involve a large
number of matrix operations and backpropagation calculations, relying on high-performance computers or
cloud computing support.

Conclusion. Based on weather forecasting and machine learning techniques, this paper proposes a new
enterprise carbon cost prediction and management model and verifies its practical effect through a case study.
The main contributions of this paper include providing a new way of thinking and methodology, identifying
the main factors affecting corporate carbon emissions, and formulating carbon management strategies. In the
future, the model can be further improved and optimized to better cope with practical application scenarios,
including adding more feature variables and improving prediction algorithms. In addition, the relationship
between carbon costs and corporate profits can be studied, and corresponding strategies can be developed to
balance the relationship between carbon emissions and corporate profits. In short, the model has a wide range
of application prospects in the prediction and management of corporate carbon costs, which can help
enterprises effectively control carbon emissions, reduce carbon costs, and promote the process of sustainable
development.
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AnHotanusi. CTaThs IOCBAIICHA MPUMEHEHHUIO HCKYCCTBEHHOTO MHTEJUICKTA U MAIIMHHOTO O00YYeHUs
P IPOTHO3MPOBAHNH CHEXXHBIX JIABHH U CEJIEBBIX TIOTOKOB. B Teuenne mHorux net B HCTHTYTE Teorpadum
¥ BOAHOHN 0€301acHOCTH MPOBOAATCSA pabOTHI MO OIEHKE W MPOTHO3Y MPHUPOAHOTO pucka. [ms storo Obur
W3y4YeH NepeloBOM MHPOBOW OMBIT B 3TOM OONACTH M TPUHATO pElICHHE NPUMEHUTH TEXHOJIOTHUH
WHTEJUIEKTYaNbHOTO aHajn3a AaHHBIX. B paboTe MCIonb30BaHO MPOrpaMMHOE OOecreueHHe OT MUPOBBIX
nuaepoB — «StatSofty. Cumymnsitop HepOHHOMN ceTH ObLIT 00yUeH Ha apXUBHBIX JAHHBIX O MOTOIHBIX YCIOBHUSIX
3a nepuog 1950-2023 rr. KauecTBo HOBOro MeTO/1a OBLJIO MPOTECTUPOBAHO HA MPAKTHKE U cOCTaBUiIo 85-95
%, 4TO SIBIISIETCS XOPOILIUM ITOKa3arejaeM Ha ypOBHE MHPOBBIX MPOTHOCTUYECKUX LEHTPOB. Pa3paboTanHas
aBTOMaTW4ecKasl dKCIepTHasl CHCTeMa YIpOINaeT padoTy WH)KEHEpa MPOTHO3WCTA M YIyYIIaeT KadyecTBO
MIPOTHO30B CTUXHUIHBIX SIBIIEHUH. A 3TO OYeHb BAXKHO [T 0OecTieueHNs 0e301MacHOCTH HACEIEeHUS H 00hEKTOB
B ropax. belna pa3paboraHa KOHIEIIUS PETMOHAIBLHOW CHUCTEMBI OIICHKH M MPOTHO3a CHEXKHBIX JIABUH H
CCJICBbIX IIOTOKOB. HOJIy‘IeHHI)II\/'I HaMH OIIbIT MOXET 6I>ITL MOJIE3CH B JOPYIrux O6J'IaCT$IX HayKu, Tac
He00X0IMMO 00pabaThIBaTh OOJIBIIIIE MACCUBBI BXOAIICH HHPOPMAIIHH.

KiroueBbie cjioBa: MCKYCCTBEHHBIH HHTEIIEKT, MalIMHHOE OOy4YeHHE, OILlEHKa, PUCKa MPOTHO3,
IMPUPOAHBIC OITACHOCTHU, CHEIKHBIC JTAaBUHBI, CCJICBBIC IIOTOKU
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TABUFU KAYIITEP/I 3EPTTEY IEI'T )KACAH/IbI UHTEJLJIEKT )KOHE
MAIIUHAJIBIK OKBITY

Knanos Buranuii BnagumupoBuu, T.F.K., ara reutbiME Kbi3MeTkep, KP ¥YKM «I'eorpadus xoHe cy
Kayincizairi uHeTuTyTh» AK, Anmarel, KazakcraH.
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AHHOTanus. Makanaja >xacaHbl WHTEJICKT MMEH MAaIlHHAJBIK OKBITYAbl Kap KOIKiHi MeH cel
TaCKBIHAAPBIH OOJDKay/a KOJIIaHy Moceliecl KapacteippuiraH. Kem keuimap Ooiibl ['eorpadust sxoHe cy
Kayilci3airi MHCTUTYTBIHIA TaOUFHU Kareplieplli Oaramay j>koHe Ooipkay OOMBIHIIA 3epTTeyiep KYpri3urim
keneni. Ochl MakcaTTa aTalFaH CaJlaIaFbl O3bIK AJIEMJIIK TOKIPHOE 3epPTTEIIN, ASPEKTePIi HHTEIICKTYalIbI
Tajay TeXHOJOIHsUIapbiH KOJIaHY Typasbl IIeniiM KaObuimaHiabl. JKyMbICTa QleMIIIK KeIOacIibuiapIblH
OarmapnamaiblKk KaMmTamach3 eTyi — «StatSofty nmaitnamansiiner. Helipornpsik sxxemi cumynstopsl 1950-2023
JOK. apalbIFBIHIIAFBl aya paibl yKaFJaiIapblHBIH apXUBTIK JEPEKTepl Heri3iHae OKbIThUINBL. JKaHa omicTiH
carrachl TOXiprbeie ChIHAIBII, 85—-95% apasbIFbIHIa HOTHKE KOPCETTI, OYIT SJIeMIIIK OOIKAMTBIK OPTAIBIKTAD
JNEHreHiHAer! dKaKChl KOPCETKIIT O0JbIn TaObuiazbl. JlaMbIThUIFaH aBTOMATTAaHABIPBUIFAH 3KCIEPTTIK XKYiie
WHXCHEP-00JKaMIIIBIHBIH KYMBICHIH KEHUTIETII, CTUXUSUIBIK KYOBUTBICTApIbI O0JDKAY CAallaChlH apTThIPAJIbL.
Byn e3 ke3erinae Taynbl aiiMaKTapAarbkl XaiblK TIEH HBICAHAAP/bIH KayilNCi3[iriH KaMTaMachl3 eTy YIIiH aca
MaHbI3/Ibl. AWMAaKThIK Kap KOIIKiHI MEH CeJ TaCKbIHIAphbiH Oarajiay »oHe OOJDKayAbIH TY)KBIPHIMIAMACh
a3ipJieH/Ii. AJNBIHFaH TOXKIpUOEMi3 ayKbIMJIbI aKIapaT aFbIHAAPbIH OHJICY 11 KaXeT €TETiH FhUIBIMHBIH 0acKa Jia
cayiaJapblH/Ia Akl 0Oybl MYMKIH.

Tyiiin ce3mep: xacaHbl HHTEUIEKT, MALIMHAJIBIK OKBITY, Oarajay, Karep 00/KaMbl, TAOUFU KaTepIiep,
Kap KOIIKiHi, CeJl TACKbIHIaPhI.
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ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING IN THE STUDY OF
NATURAL HAZARDS
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Security of the Ministry of National Defense of the Republic of Kazakhstan, Almaty, Kazakhstan.
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Abstract. The article is devoted to the application of artificial intelligence and machine learning in
forecasting snow avalanches and mudflows. For many years, the Institute of Geography and Water Security
has been working on assessing and forecasting natural risks. For this purpose, the best world practices in this
field were studied and a decision was made to apply data mining technologies. The work used software from
world leaders - StatSoft. The neural network simulator was trained on archived weather data for the period
1950-2023. The quality of the new method was tested in practice and amounted to 85-95%, which is a good
indicator at the level of world forecasting centers. The developed automatic expert system simplifies the work
of the forecast engineer and improves the quality of natural phenomena forecasts. And this is very important
for ensuring the safety of the population and objects in the mountains. The concept of a regional system for
assessing and forecasting snow avalanches and mudflows was developed. The experience we have gained can
be useful in other areas of science where it is necessary to process large amounts of incoming information.

Keywords. Artificial intelligence, machine learning, assessment, risk forecast, natural hazards, snow
avalanches, mudflows

Beenenne. [IpoGieMa CHEXHBIX JIABHH M CEJEBBIX MOTOKOB aKTyajlbHa BO BCEM MHUpE, MOCKOJIBKY
JaHHBIE MPUPOHBIC SIBJICHHS CIIOCOOHBI BBI3BIBATH 3HAYMTENBHBIM MaTepHalbHBIN yIIepOd M NPUBOOUTH K
MHOT'OYHCIICHHBIM YEJIOBEYECKHM JKEePTBaM. B CBS3M € 3TUM 3aIuTa OT HUX UMEET BaXKHOE FOCYJapCTBEHHOE
W collMaibHOE 3HaueHre. Ha ocHOBe cBoeBpEeMEHHBIX MPEAYNPEXKICHUN OpraHn3yeTcst paboTa cracaTreinbHbIX
CIIy>’k0, OCYILIECTBIISIETCSl 3BaKyalysl HAaceJeHHS M MPUHUMAIOTCS MEPbl [0 MHUHHMH3ALMU IIOCIIEACTBUH
upe3BbluaiiHbIx cutyanuii (baiimonmaes, 2007:284).

B mocnennue ronpl pa3paboTka HOBEHIIMX METOJOB MPOTHO3MPOBAHMS CENIEBBIX MOTOKOB M JIABHH
AaKTUBHO BEJIETCS B BEyIIMX HAyYHO-UCCIIEIOBATENbCKUX IIEHTpax Mupa. JInaupyromme no3uuy 3aHUMaroT
rocynapcTBa, Iie TOpHBIE palloHBI 3aHUMAIOT 3HauHTeNbHbIE TeppuTopun — CHIA, Kutail, Uanus, Poccus,
[seiiapust, SAnonws u FOxuas Kopes (Yang, 2024:623; Tang, 2021:51-67; Zhao, 2024:397-412; Ponzani,
2023:143-162). [IpumeHstoTCs ABa MOAX0/a K POTHO3Y — JETEPMUHUCTCKUAN U cTOXacTHyeckuid. B mepBom
WCTIONB3YIOT pacueTHble (HOPMYJbI, YUUTHIBAS (PU3UUECKHUE M THIPABIMYECKHE 3aKOHBI BO3HHUKHOBEHUS
MOTOKOB. BO BTOPOM NPUMEHSIOT CTaTUCTUYECKUE 3aBUCHUMOCTH MEKAY OINACHBIMH SIBICHHUSMH HOTOABI U
BO3HUKHOBEHHEM CEJIEBOT0 TIOTOKA.

B mporHo3upoBaHuM JTABMHHOTO U CEJIEBOTO PHUCKA CYIIECTBYIOT HECKOJIBKO HPOOJIEM — PEerKOCTh
MOHUTOPHHIOBOM CETH B TOpax, BIMSIHUE MaJION3yYCHHBIX MOTOAHBIX (PaKTOPOB, KOPOTKUM NEPUOJ] apXUBHBIX
naHHbIX. [103TOMY HEKOTOpBIE MPOrHO3HBIE MOJEIH WMEIOT HEBBICOKYIO TOYHOCTh. B cpeaHeM TOYHOCTh
npeaynpexaeanii 80 % mIsS peaKoro omacHoro mporecca spisiercss yemermusiM (Uepaukos, 1990:198).
BosIbIIIMHCTBO MUPOBBIX METOJIOB IIPOTHO3a SBJISIIOTCS CBEPXKPATKOCPOUHBIMHU, OTHOCATCS K Kinaccy «Hay-
KacTHHT» TIPOTHO30B. B HHMX y4YMTBIBae€TCS CTATUCTHYECKAas 3aBHCHMOCTh MEXAY TEKYIIHUMHU
THAPOMETEOPOJIOTHYECKUMHI YCIIOBUSAMH U TPOXOXKIAeHHeM KaracTpoduueckoro moTtoka (Tamanos, 2001:
410). Jlns yBenmuueHus 3a0JIarOBPEMEHHOCTH TPEAYNPESKACHHH TTOBCEMECTHO HPUMEHSIOTCS JaHHbBIC
YHUCJICHHBIX Mopeied moroapl. OOHAKO C yBeNWYeHHWEM 3a0J1aroBpeMEHHOCTH MajaeT oOImas TOYHOCTb
Mozenu. YacTto Ui MOJAEIMPOBAHMS IMOTOKA MPHUMEHSIOTCS (opMynsl ruapaBmuku u GIS-texHomorum.
[TogoGHBIE METO/BI TIO3BOJISIIOT OLIEHUTH TEPPUTOPUH, TIOABEPKEHHBIE CEIEBOMY TIOTOKY, U OLIEHUTH BpEMs
noOeraHus TaBoOJAOYHON BOJHBI.

B Kazaxcrane cHe)xHBIE TaBUHBI M CEJIEBBIE IIOTOKH HIMPOKO PACTIPOCTPAHEHBI B IPEATOPHBIX paiOHAX
Ha BOCTOKE, IOT0-BOCTOKE U I0Te pecimyoauku. MacmtaObl sIBI€HUS MOTYT MEHSTHCS OT JOKAJIBHBIX SBICHUN
JI0 THTAHTCKUX C MHOTOYMCIICHHBIMH >KepTBamMH. X 00BEMBI MOTYT JOCTHraTb MWJIJIMOHOB KyOOMEpOB.
Kpynneiimme cenesble karactpodsl B 1921, 1963, 1973 r. npuBoAMIN K OTPOMHBIM KepTBaM U yiiepOy B
MWLTHAPIBL fojuiapos (Bunorpanos, 1976:60-72). Kpynnueiimas naBuHHas katactpoda Mpou3olia B MapTe
1966 r., xorma ObIT HaHECEH OrPOMHBIM ymiepd W paspyLlieHbl CTapble 3IaHUs AIbBIUHUCTCKUX H
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TYPHCTHUYECKHUX 0a3, aBTOIOPOT M TUHUH JIEKTporiepeiad B YIIEIbiX pek YikeH n Kumu Anmater, Tanrap u
Typren (CeBepckuii, 2006:184). OnacHOCTP 3THX NPUPOIHBIX SIBICHHH BBI3BIBAET HEOOXOAUMOCTH B
pa3paboTKe pa3HBIX METOAOB 3alIMTHI. JloNroBpeMeHHas MOCTOSIHHAS 3allUTa B BHIAC AaMO0 M OTBOISAIIMX
KaHaJIOB CTOMT OYEHb JOPOro, HO 3HAYMTENbHO YMEHbBIIACT PUCK [UI1 HAaceleHUus U OOBEKTOB.
[IporHo3upoBaHue OMacHOCTH MPOXOXKACHUS CEJsl WM JaBHHBI CTOMT 3HAYUTENHFHO MEHbBIIE U TO3BOJIET
OpTraHN30BaTh MpeayNpexaeHne s HaceleHus. [lo3ToMy OHO OYeHb MIMPOKO MPHMEHSETCS B CTpaHe
(Cremanos, 2023:113-123).

Hens w 3amaum wucciaeaoBaHui. llempio BBITOJHEHHOH pabOTHl OBUIO BHEApPEHWE
TEXHOJIOTH MalIMHHOTO OOy4YeHHsT B METOJbl OLEHKM W MPOTrHO3a NpUpOmHOro pucka. [lockombky
Ka4yeCTBEHHbIC IIPOTHO3bl CHEXHBIX JIABUH U CEJIEBBIX IIOTOKOB SIBJISIOTCSI BaXKHBIM 3JIEMEHTOM
rOCYJapCTBEHHON CHCTEMbI NPEAYNPEKICHNS HACEIEHHUs, TO COBEPIICHCTBOBAHUE METOAOB OLIEHKH OY€Hb
Ba)XKHBI JUI1 oOecrieyeHus: 0e30IMacHOCTH HaceleHHs.. B Xoxe paOoThl BBHIMOMHAIUCH CIEAYIOUINE 3aJauu:
W3yYeHHE TIEPEelOBOr0 MHPOBOIO OIBITA, COOp W aHAIW3 AapXHMBHBIX [AHHBIX, MOWCK MOAXOJSILIETO
IIPOrPaMMHOI0 00€CIIeUeHHs], OLICHKA KayecTBa pabOThI IOJyYEHHOW MOJEIIH.

UckyccrBennsiii uateiekt (UMW) — 3o o6nactb coBpeMeHHOM HHPOPMATHKH ¥ IPOTPaMMHUPOBaHUs, B
paMKax KOTOpOW pa3padaThIBarOTCsl aliTOPUTMBI, UMUTHUPYIOIINE CBOMCTBA YEIOBEUECKOTO MO3Ta, BKIIOUYAs
crnocobHOCcTh K o0ydenuto (bumiom, 2020:960). Yacto B 3TOM KOHTEKCTE WCIIONB3YETCS CHHOHUM —
(MammHHOE 00ydeHue). MM HaxoguT MMPOKOe MPUMEHEHHE B PA3JIMYHBIX OONACTSIX HAYKH W TEXHUKH,
BBHITIOJTHSISL 33/1a4M, CBS3aHHBIE C MaTeMaTHYeCKUMHU pacuéTamy, CTaTUCTHYECKOW o0pabOTKOM NaHHBIX,
aHaJIM30M TEKCTOB, M300paKeHMH M Ipyrux BHIAOB MH(popmanuu. biarogapsi cBoeil yHMBepcalbHOCTU U
3¢ GEKTUBHOCTH, TEXHOJIOTHH UCKYCCTBEHHOI'O MHTEIJIEKTa aKTUBHO BHEAPSIIOTCSA B HayYHbBIC UCCIICIOBAHUS
M0 BCEMY MHUDY.

OnmHUM U3 KIIOYEBBIX HANpaBICHUH MAIIMHHOTO OOYYEHUS SIBISCTCS «aHAIMTHKA JAaHHBIX» (Takxke
W3BECTHAS KAaK «HayKa O JaHHBIX» WM «100bIYa JAaHHBIX»). DTO COBPEMEHHBIN MHCTPYMEHT 00padoTKu U
aHanmu3a OoNbIIMX 00BEMOB MH(POPMALMU, OCOOCHHO aKTyalbHBIH B Takux cdepax, Kak KIMMaTOJOTHS,
apxeoJiorusi U 6aHKOBCKOE JIeJI0, T/Ie UCCIeJ0BaTeNN Pad0TaI0T C MACIITAOHBIMU CTATUCTUYECKUMH apXHUBAMHU
(Byposa, 2020;60-72; Lutsenko, 2022:96-177).

[Tpumenenne UM oco6eHHO BasKHO B CUTYalMsX, KOT/AA TPAIULMOHHbBIE METOIBI aHAIN3A AAIOT c1a0ble
pe3yibpTaThl HM3-3a CIa0OBBIPAKEHHBIX CTATUCTUYECKUX 3aBUCHMOCTEH. B Takumx ciydasx MalimHHOE
00y4eHHe TO3BOJISIET BBIABIIATH CKPBITHIE 3aKOHOMEPHOCTH U AeNiaTh 0ojiee TouHble IporHo3sl. Kpome Toro,
TEXHOJIOTHM HCKYCCTBEHHOI'O HMHTEJUIEKTa MPUMEHSIOTCS Uil NPOTHO3UPOBAHMS M OLIEHKHM OINAaCHBIX
MPUPOAHBIX MPOIECCOB, TAKMX KaK CHEXKHBIE JIABUHBI, CEJIeBbIe TIOTOKH, OMOJI3HH U 0OBAJIbI.

CymecTByOT 1Ba crocoba BHeapeHus TexHonoruit MU B paboTy yd4eHbBIX, aHAIU3UPYIOIINX
pUpOAHBIE siBeHUs. [1epBblif U3 HUX — 3TO HaNMCcaHHe COOCTBEHHOM mporpaMmsl Heiipocumyssitopa. Camblit
pacnpocTpaHeHHbIH 361K TporpaMmmupoBaHisi — PYTON ¢ OTKpBITBIM KOJIOM 1 MCTIOJIB30BaHUEM O€CIUIaTHBIX
oubimorek. Ho 3ToT crocod TpedyeT cooTBeTCTBYIONIECH KBATU(HUKAIIMK TPOrPaAMMHUCTa B OOJIBIINX 3aTpaT
BpEMEHH Ha pa3paboTky cobctBeHHOH HelipoHHOH cetn (MHC). Hpyro#t cnoco6 cozmanms MHC — sto
MCIIOJIb30BAaHNE FOTOBOTO MPOrPAMMHOI0 00ECIICUCHH s OT M3BECTHBIX MPOU3BOAMTENEH, TaKuX Kak “StatSoft”,
“MathCad”, “SPSS” (Ada, 2018: 237-263; Akgum, 2012: 23-34).

Msbl npumenmin coBpeMeHHble WMHM-MeTonnsl 0O0pabOTKM JaHHBIX JUIS W3Yy4YSHHS MNPUPOIHBIX
ONacHOCTEH. DTO MO3BOJMIIO BBISIBUTH HOBBIE 3aBHCHMOCTH M pa3padoTaTh METOIbI OLEHKH JAaBHUHHOU M
CeleBOl OMAacHOCTH. HakomIeHHBI OMBIT MOXET WCIONB30BaThci M B JIPYTHX Teorpaduveckux
HCCIIEIOBAHMUSX, TPEOYIONX aHa n3a OONBIINX MACCHBOB JIAHHBIX.

Matepuanbl U MeTOABI HCCIeIOBAHUI. AHAIMTHKA M J00BIYa JaHHBIX — 3TO COBPEMEHHOE
HanpaBJIeHUE MaTeMaTHYeCKOM CTaTUCTUKH, IO3BOJISIONIEE peIlaTh 3a1a4H KI1acCU(pHUKaLNK, KIacTepU3alny,
perpeccum, aHaiIn3a BpEMEHHBIX PAJI0B ¥ IPorHo3upoBanus. OHO ynpoiaet padboTy ¢ OOIbITUMH MaCCUBAMU
nHPOPMALMM M ABTOMATH3UPYET BBIUMCIIEHHS CTaTUCTHUYECKHX K03((uIHMeHTOB. MammnHHOe o0ydeHue
CHIKaeT HEOOXOJUMOCTb PYYHBIX PacdeToB, OJHAKO €ro TOYHOCTh 3aBUCHT OT KayecTBa OOydaromien
BBIOOpKU. [Ipy OTCYTCTBUM Halle)KHBIX CTATUCTUYECKAX 3aBUCHMOCTEH WIIM MPH OOJBIINX TMOTPEITHOCTSIX
MOJIEJIb MOYKET BBIIaBaTh JIOXKHbBIE PE3yJbTAThI, TOATOMY HEOOXO0JIMMa KaMOpPOBKA HAa peallbHBIX JIAHHBIX.
[TockonbKy Bce IpUPOIHBIE SBICHUS OJUMHSIIOTCS 3aKOHAM paclpeiesIeHHs], BAXKHBIM 3TAIllOM UCCIIEI0OBAHUS
SIBIISIETCS] BEIOOP MOIXOJISIETO 3aKOHA, OT KOTOPOTO 3aBUCST BBIYMCIICHUSI CPETHUX XapaKTEPUCTUK U OITUOOK
(Yepusimora, 2009:88; Apryunnnesa, 2007:105).

IHapamempuueckas cmamucmuka u Henapamempuueckas cmamucmuxa. B TOUHBIX HaykKax H
(yHIaMEHTaJIbHBIX MCCICAOBAHUAX IIEPEMEHHbIE MOAYMHAIOTCS 3aKOHY HOPMAJIBHOTO paclpeseleHue
(I'aycca, Crtprogenta). llpm »ToM cpenHee 3HAUEHHE TEPEMEHHON (MaTeMaTHYECKOE OXUIAHWE) U
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CTaHJIAPTHOE OTKJIOHEHHE OMFCHIBAIOT OONBIIMHCTBO CiydaeB. lIpyu 3TOM OTCYTCTBYIOT peAKHE KpPYITHBIE
coOBITHSI (BEIOPOCHI), KOTOPBIE MCKAYKAIOT BETUUYNHY MAaTEeMaTHUECKOTO OKUAAHHS. «30JI0TOE CEUCHUE WITH
«[IpaBuio Tpex curm» o3HadaeT, YTO B MpeAeiax TpeX CTaHJapTHBIX OTKIOHEHHH () pacmoioxeHo 99 %
ciyvaeB; nByX (6) — 95 % ciydaeB. DTO Ha3bIBACTCS JOBEPUTEIbHBIM HHTEPBaIOM. COOTBETCTBEHHO B
TOYHBIX HAyKaX UCTONB3YIOT cTaHaapTHEIE 1 U 5 % ypOBHM 3HAUMMOCTH — BEPOSITHOCTH OLIHOOK.

B mpupope, 53KoHOMUKE U COLMOJIOTHH BCTPEYAIOTCA HEMapaMeTPHIECKUe pPacpeieNIeH s CITyYaiHbIX
BenmunH ([lapero, DkcroHeHnmanpHOE, Belibyma). CreneHHOE pacnpezesieHHe XapaKTepU3yeTcsl Pe3KUM
YMEHBIIIEHHEM BEPOATHOCTH OOJNBIINX 3HAYCHHUH NMEPEMEHHON (HampuMmep, KOJuuecTBa OONBbIINX 3BE31 MU
MWUIHOHEPOB). BennunHa MareMaTHYecKOTO OXHIAHHS CHIBHO HCKaKaeTCs M3-32 OJHOTO PEAKOro, HO
KpymHOro coObiTusi (BeIOpoca). Takke xapakTepHo «3onoroe cedenue» 80x20. DT1o o3Hauaer, uto 20 %
MuunonepoB uMeroT 80 % Ooratcts; 20 % kpymnHbIX 3Be31 nMeroT 80 % Macchl BemecTBa TadakTHKH. J[is
OIICHKH COIMOJIOTUYECKUX W TPHUPOJHBIX SIBICHWH HWCHOJB3YIOT HETapaMeTPUYECKHe CTaTUCTHYECKHe
BEJIMYMHBI — MeIUaHy (LEeHTPAIbHYIO KBApTUIIb) U MEXKKBapTHILHBIN pa3Max. [lapaMeTpsl, moka3siBaromme
CpeAMHHOE 3HAUYEeHHUE W MPOLEHTHOE cooTHomeHue — 25, 50, 75 % ot Bceit BeIOOpkH. Buapl pacnpeneneHuit
MMOKa3aHbl HA pUCYHKE 1.

Pl

YacTtoTa

X

[NepemeHHas
Pucynok 1 — Buzsl pactipenenenuit cy4ailHONH BEIMYHHBI M X OCHOBHBIE NTapaMeTphI.
X— n3ydacMmas ri€peMCHHaAs; P— BCPOATHOCTD €€ IMOSABJIICHUS, M — MaTeMaTHYECKOE OXHNIaHUC,
G — CTaHAApTHOC OTKJIIOHCHHUEC, Q — KBAapTHJIb; R - KBapTI/IJ'ILHHﬁ pasmax
Figure 2 — Types of distributions of random variables and their main parameters.
X — variable under study; P — probability of its occurrence; M — mathematical expectation;
[ — standard deviation; Q — quartile; R — quartile range

Heiipocemegoe npoecpammnoe obecneuenue. [l IPaKTUUECKOIO IIPUMEHEHHsI HCKYCCTBEHHOI'O
WHTEJUIEKTA B MAaTeMaTHYECKOW CTaTHCTHKE OBUTH pa3paboTaHbl HEHPOCHMYISITOPBI OT Pa3lUYHBIX
mpousBoAuTeNeil nporpammHoro obecrieuenus (Yepemano, 2013; boposukos, 2018:354). IlpuBenem
HECKOJIbKO U3 HUX:

1. HagcTpoiiku 11 mporpamMm MPHUKIaIHBIX BEIYHCICHUHN.

— Matlab_Neural_Network — naGop HelipoceTeBbIX paciMpeHuil isi HaKeTa MPUKIIAJHBIX BBIYHCICHUH
Matlab.

— Statistica_Neural_Networks — wnabop HelpoceTeBBIX paCHIMPEHU# IS MMaKeTa MPUKIaTHON
CTATHCTHKH Statistica.

— Excel_Neural_Package — Habop 0MOJIMOTEK M CKPUIITOB JUTS 3IEKTPOHHBIX Tabmui Excel, peanusyror
HEKOTOPbIE BO3MOYKHOCTH HEHPOCETEBOM 00pabOTKH JaHHBIX.

2. YHuBepcaabHbIe HEHPOCETEBBIE MAKETHI.

— NeuroSolutions — HefiponakeT npeHa3Ha4YeH Il MOJCITHUPOBAHUS ITUPOKOTO KPyra HCKYCCTBEHHBIX
HEHPOHHBIX CETeM.

— NeuroPro — menemxep 00y4aeMbIX NCKYCCTBEHHBIX HEMPOHHBIX CETEH.

— NeuralWorks — Heifponaker, B KOTOPOM OCHOBHOH YIOp CA€JIaH Ha TNPHMEHEHHE CTaHIapTHBIX
HEHPOHHBIX MAPAJAUTM U aJITOPUTMOB OOyUEHHS.

3. Crenmanu3upoBaHHEIE.
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—Neuroshell Trader — omma u3 Hanbojee M3BECTHBIX MPOTPAMM CO3JAHHS HEHPOHHBIX CETEH IS
aHaJIM3a PHIHKOB.

—I'na3 — ucnonk3yeTcs st 00pabOTKU a3pOKOCMHUYECKO# HH(OpMauy.

Heiipocumynamop Acnuykozo u Yepenanosa (eepcus 1,2,3,4). bein pazpaboran aBropaMu SICHUIIKHM
JLH. u UYepenanoBeiM ®.M. u3 IlepMckoil HIKOJBI HCKYCCTBEHHOro HHTe/uiekTa npu Ilepmckom
I'ocynapctBenHoM ['ymMaHuUTapHO-IIEAaroruyeckoM yHHBEPCUTETE B y4eOHBIX LESIX M PaclpOCTPaHIETCs
coBepieHHO OecratHo. OAHAKO OH BKIIOYAET B ce0s1 COBpeMeHHbIe anropuTMbl o0ydenust MTHC. Cumynsitop
crnoco0eH 00yJaTcsl Ha BIO)KEHHBIX apXUBHBIX TaHHBIX, KOTOPBIE MOKHO 3arPY3UTh U3 DJIEKTPOHHBIX TaOIHUI]
wim BOMBaTh Bpy4HYyH0. Takke BKIIOUeHA (DYHKITUS TPOBEPKH IMOTYISHHON CETH Ha TECTOBOW BEIOOPKE. DTO
JenaeT IporpaMMy YHHUBEPCAJIbHON U IPUTOJTHOHN IS HAYyYHO-HCCIIEI0BATENbCKOM padoThl. C MpHUMeHEeHHEM
Heiipocumynstopa (Bepeus 1,2,3,4) npoBOAWINCH HAYYHBIE HCCICAOBAHHS M OMyOJIMKOBAaHBI CEPUU CTaTeH,
YTO JIOKA3bIBAET €r0 MIPAKTUUECKYIO MOJIb3Y.

Heiipocemesoe npunosxcenue “Statistica neural networks” om xomnanuu “StatSoft”. Tlaker
npodeccuoHanbHol cTatucTuky “StatSoft” ot kommanuu “Dell”. Pycckosi3planas Bepcusl agjantupoBaHa Jiis
peika CHI' komnanueit “StatSoft Russia” u mmpoko mpuMeHseTcs] MHOTUMH HayYHBIMH OpPTaHU3alUsIMU
(Caiit StatSoft, 2022). TTakeT mpeacraBiseT SJICKTPOHHbIC TAOIMIBI JAHHBIX M OJIOKH CTATHCTHYECKOTO
aHanuza. [IporpaMma BKIIIOYaeT MHTEIUIEKTYaIbHBIA aHAIU3 JAHHBIX MCIIOJIB3YIOIINX Pa3IHUHbIe AT OPUTMbI
KOHTPOJIMPYEMOTro M HekoHTposupyemoro ooOyuenusi (bopoBukos, 2018:354). IIpuUCYTCTBYIOT pEXUMBI
o0y4JeHus1, TECTUPOBAHUSI ¥ IPOTHO3UPOBAHUS C MoMoIIIbio noxydernoit MHC.

B cumynsrope HeliponHoit cetn “StatSoft” peanizoBans! ciieyromme napamMmeTps:

— Tun cetn: MHOrocnolHbIH epcentpon (MPL). Maremarndeckast MOIEIb BOCIIPUSTHSI MHPOPMAITUH,
MOJpakaroliast >)kKUBOMY MO3Ty. JIornueckuil 37IeMEeHT 3JIeKTPOHUKH — BKIIIOYAET CEPUI0 BXOJHBIX, PEIIAIOIINX
U BBIXOJHBIX 3JIeMeHTOB. [Ipu moctymienun curuasna co BXOJHOTO 3JIEMEHTa IPOUCXOAUT 00paboTKa cCUrHaia
B pemraromieM snemMenTe. [Ipu npeBblieHn MOpOoroBbIX 3HAYEHUI OH aKTUBUpPYETCS U MepelaeT CUTHaJl Ha
BBIXO/IHBIE 3JIEMEHTHI.

— AnroputMm 00y4YeHWs: WUTEpaIioHHBIA MeToj unciaeHHol onrummsanuu (BFGS), paznoBumHOCTH
METO/a 00paTHOTO pacrpocTpaHeHus oIMOkH. MeToa 00yueHus TepcenTpoHOB. MHOTOKpaTHOE IOBTOPEHUE
JUTSI TIONyYeHUS TPaBUIILHON peakluy MepcenTpoHa Ha BXoAHbIe curHaibl. Metog BFGS Ha3BaHHBIHN B uecTh
aBTOPOB B HACTOSIILIEE BPEMSI CUUTAETCS OUeHb () (HEKTUBHBIM U UCIIONIB3yeTCsl BO MHOTHX cumynsaropax MHC.
OTHOCHTCS K KJIacCy METOJ0B KOHTPOJIMPYEMOro 00yUYeHHUs C U3BECTHBIM BXOAHBIM CUTHAJIOM.

— Oynkius aktuBauuu: ToxnectBenHas, ['unepbonmueckast, Jlorucruueckas, Codprmakc. OyHKIMs
aKTHBALMU WIX TepenaTouHas GyHKIMA — 3TO COCOOHOCTh MOJENHN HEHpOHa pearupoBaTh Ha W3MEHEHUE
BXOAHBIX curHajoB. OyHkius CopTMake — 4acTHBIA cirydail Joructuueckor GpyHKImU, 3¢ EeKTUBHBIA A1
aHaJIn3a MHOTOMEPHBIX BXOJHBIX JTAHHBIX.

— Dnoxu o0yuenwus. [TomHbli UK 00paObOTKU Bcero oOydvaromiero maccuBa. Peanmzanus ot 1 10
HECKOJBKHX ThICSY.

— OyHKius ommOKM OO0ydeHHs: CyMMa KBaJpaTOB W KpPOCC-3HTpomus. MaTeMaTW4ecKuid MeTon
BBIPXEHHSI CyMMapHOW omuoOku pacueTroB. CymMMa KBaJpaTOB — M3BECTHBIM CTATHCTUYECKUI METOJI ydeTa
cpeaHel kBaxpaTtuueckor ommoOku. Kpocc-sHTponust — HOBBIN METO MACHTU(GHUKALNN Pa3IuIuid Ui ABYX
pacripeneneHui BeposiTHOCTeH. PacripocTpaneH B COBpeMEHHOM POrPaMMHUPOBAHUH.

— PeskuM XpaHeHwust ¥ IporHo3upoBaHus. [103B0JII€T COXpaHUTh TOTOBYIO HEHPOHHYIO CETh B Jopmare
PMML wu ucnonb30BaTh A MPOTHO3UPOBAHUA. SI3BIK pa3METKM MPOTHO3HOTO MojenupoBaHus. dopmar,
WCTIOJIb3YEeMBbIi B COBMECTHMBIX ITPOrpaMMax «JOOBIYM JaHHBIX» U «QaHAJTUTHUKU JaHHBIX).

JlaHHBIN WHTENIEKTYaIbHBIN MTaKeT MPOTrpaMM MO3BOJISIET PemIaTh OOJBIIMHCTBO 33]1a4 COBPEMEHHON
MaTEeMaTHYECKOW CTaTHUCTUKA W aHajln3a OOJBIINX MAacCHBOB [aHHBIX. JTO MOAXOAWT JI CO3JaHUA
cOOCTBEHHOM MOJIENIM OLEHKH U MPOTHO3a ONACHBIX MPUPOIHBIX SBICHHUM.

Pe3yabTaThl MccieqoBanmii. B TeueHne MHOTMX JieT B J1aOOpaTOpWH TPUPOJHBIX OIACHOCTEH
MTPOBOIMIINCH KCCIIEIOBAHMSI, HAIpaBIEHHbIE Ha pa3pabOTKy W BHEIPEHUE HOBBIX SKCIIEPHUMEHTAIBHBIX
METO/TIOB OIICHKH U MMPOTHO3UPOBAHUS CHEXHBIX JIABUH U CEJIEBBIX MMOTOKOB. B X0/1e pab0ThI OBUIN TOCTUTHYTHI
CIIEIYIONTHE PE3yIbTaThI:

— Pa3zpaboransl W TPOTECTUPOBAHBI IKCIICPUMEHTAIBHBIC METO/AbI OLECHKH JIABHHOONACHOCTH U
CEJICONIACHOCTH Ha OCHOBE aHAJIM3a METECOPOJIOrHUECKUX U TeOMOPGOIOTHIECKUX (PaKTOPOB.

— Co3IaHbl ATOPUTMBI POTHO3UPOBAHUS, HCIIOJIB3YIOIINE TEXHOJIOTUH UCKYCCTBEHHOTO MHTEILICKTA
Y MaIllMHHOTO 00y4YeHUs 7151 00pa0OTKU OOJBITUX MACCHBOB JAHHBIX.
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— Paspaborana aBTOMAaTH3WpOBaHHAs »OKCIEpPTHas CHCTEMA,
TEKYIIYIO0 CUTYalHIO ¥ MOBBIIIAIOIIAS TOYHOCTh MPOTHO30B.

- C(bOpMI/IpOBaHa KOHICTIITUA peFI/IOHaJ'ILHOI\/'I CUCTCMbI MOHUTOPUHI'A U NPOrHO34a, 06CCHC‘{I/IBaIOHIa$I

KOMILJICKCHBIN MoAX0J K CHUKCHUIO IPHUPOJHBIX PUCKOB.

— [lomyuenHsle pe3ynbTaThl pEKOMEHIOBAHBI IS MIPAKTHYECKOTO MMPUMEHEHHUSI B TOPHBIX paiioHax, a

TaKXX€ MOT'yT OBITH UCITOJIHL30BAHBI B CMEXKHBIX 00JIACTIX HaYKH U TEXHUKH.

Co3znanme obyuarmeil BeiOopku. /s oneHku ceneBoil omacHOCTH B ropax Mime Amaray
UCTIONB3YIOTCSI MHOTOJIETHUE apXUBBI KazaxcTaHckoil MeTeoposoruyeckoi ciyxobl «Kazruapomer». JlanHbie
HaOJIOIEHUH BKIIIOYEHBI B MEXIyHapoaAHbIl (GoHI BecemupHoit Meteoponornueckoid opranuzanuu (BMO) u
HaXOJATCs B CBOOOIHOM mocTyre B cranaapTHoM kKoae KH-01 — SYNOP (caiit morosa u kiumar B mupe 2024;
apxuB Kasruapomera, 2024). Oto crapeiiine myHKTH HAOIIOJEHUH, KOTOPBIE SBISIIOTCS PENPe3eHTaTUBHBIMU

JUIs TOpHBIX paiioHoB Bcero FOro-Boctounoro Kazaxcrana:

— MeteocTaHIus «MBIHKBITKY, BeIcoTa 3017 M H.y.M., mHAeKc 36889 (N43°05°06,9”; E77°04°37,5”);
— METEOCTaHIMs «03epo YikeH AnmMater»y, BeicoTa 2502 M H.y.M., mHIEKC 36789 (N43°03°33,3”;

E76°58°55,0”);

— wMeteoctanius [llpiMOynak, Beicotra 2200 M H.y.M., uMHIeKc craniuu 36873 (N43°07°57,37;

E77°04°39,51).

Ha 3Tux cTaHIusIX MpOBOAWTCS MOJHBIA KOMIUIEKC METEOPOIOTHYECKUX HAOIIOIEHUH MO CTaHIapTy
BMO. Ilo paHHBIM METEOPOJIOTHUECKHX CTaHIMKA Oblia co3gaHa Oa3a JaHHBIX CO  CIEAYIOLIMMHU

XapaKTepUCTUKAMHU:
— nepuon Habroxenuit: 1950-2024 rr.,

— IMCKPETHOCTh HAOJIIOJICHUI: CYTOUHBIC JaHHBIC METCOJIEMEHTOB 3a CEJICONAaCHBIN mepuos ¢ 1 Mas

o 30 ceHTAOpS;

— 00beM BeIOOpKH: 16 psmoB mepemeHHBIX 10 11100 3HaUEHUIT B KaKI0M;

I[aHHI)Ie O CHCXKHBIX JJaBHHAX U CCJICBBIX IMOTOKAX CO6I/IpaIOTC5[ B MHOT'OJICTHUX apXuUBax Ha6JIIOI[eHHI>'I
METEOPOIOrHYCKOM
«Kazcenezamura» (cenesoit Orwomierens, 2024; caiit MUC, 2024). AHanM3upoBauCh ONMAcHBIE SIBIICHUS Ha
pekax ceBepHoro ckiona Mne Anatay: Y3biakapransl, Y3erHaraii, [lamonran, Kackenen, Kapramne, Akcait,
Vnken n Kumm Anmarelr, Tanrap, Ecuk, Typren. Jlanneie xpanstcs B ¢opmarax «Microsoft Excel» u

Hanmonansao

«Statistica Spreadsheet».

Bce cneumanuctbl Mo MamIMHHOMY OOYYEHHMIO OTMEYAal0T BaXKHBIM (pakT — KauecTBO paboOTHI CETH
Ooyibllle BCErO 3aBUCHT OT TOJNHOTHI M JIOCTOBEPHOCTH oOyuwaromieil BbIOOpKH. BputM paccuuTaHbl
CTaTUCTUYECKUE XapaKTEPUCTHKH 3THX pPsIoB HaOmoaeHuil 3a mepuox 1950-2023 rr. OHM oka3aiuch
OJHOPOAHBIMHU U TOCTOBEPHbIMU. CTaHAapTHAs CTaTUCTUYEcKas ommnOka He npessimaer 10 % ot cpenHero

CITYKOBI,

rOCyJapCTBEHHOI'O

CCJIC3allIUTHOI'O

WUCKYCCTBEHHDIA MHTENJIEKT N°3 (okTa6pb-nexabpb) 2025 rof

[MO3BOJIAONIAs  KJIACCH(PHUIIMPOBATH

3HA4YCHM, a KpI/ITepI/Iﬁ CTBIOI[eHTa ABIACTCA CTATUCTHYCCKHU 3HAYNMBIM. }IaHHBIe IIOKa3aHbI B T36J'II/IHC 1.

Ta6muma 1 — O6paszerr 371eKTPOHHOM 6a3bl qaHHBIX B Tabuie EXcel, s 00ydeHust HCKYCCTBEHHON
HEHpOHHOU ceTH ((hparMeHT)
Table 1 — Sample of an electronic database in an Excel table for training an artificial neural network

(fragment)
Hata CreneHb KonuuectBo | Bricora [pupoct | MakcumanpHas | Koaddumuent
JIABHHHOM OCaJIKOB, CTaporo CHera 3a TeMIeparypa | YCTOHYHBOCTH
OTIACHOCTH MM CHera, CHETOMaI, Bo3ayxa, °C cHera
cM cM
10.04.2017 YMEpEeHHas 0,0 65 0 10,5 0,47
11.04.2017 yMepEeHHasI 25,0 64 0 10,1 0,36
12.04.2017 3HAYUTEIIbHAS 26,6 64 5 5,6 0,28
13.04.2017 3HAYUTENIbHAS 44,0 68 0 2 0,26
14.04.2017 JKCTpEMaTbHAs 457 65 37 6,2 0,26
15.04.2017 | BbIcOKas 45,7 75 37 15,5 0,28
16.04.2017 BBICOKAs 457 63 37 17 0,24
17.04.2017 YMEpEeHHas 16,0 55 0 3,5 0,83
18.04.2017 | 3HaumTeaLHAS 0,0 45 0 9,7 1,13
19.04.2017 YMEpEeHHas 0,0 43 0 12,1 0,68
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OOyueHHe KOMNOBIOTEPHOH mporpamMmbl. CUMyISITOp UCKYCCTBEHHOTO MHTENJICKTa ObLI
00y4YeH pacro3HABAaHUIO JIABUHOOIACHBIX M CEJICONAaCHBIX CUTyallnd pasHoro ypoBHs B Wie Anaray.
OkcriepuMeHT Tokazan, uro MU cnocoOeH pacmo3HaBaTh TEKYNIYHO JIABUHOOINACHYIO M CEIICOMACHYIO
cutyauuio ¢ TouHocTeio 70-90 %. Hambonpimas ommbka pacro3HaBaHHs OTMEYanach MPW HCIOIb30BaHUH
yueOHOr0 Helipocumy siTopa ScHunkoro u Yepenanosa npu KOpoTKOH o0y4daromiei Beioopke (bacceiin YikeH
Anmater 3a 2002-2022 rr.). Jlyumme pe3ymbTaThl TMOKa3an HelpocuMmynarop Kommanmu StatSoft mpu
WCTIONB30BAaHUY JTMHHON oOydatomieil BeiOOpkn (Oaccerin Kwmm Ammater 3a 1950-2022 rr.). Tounocts
00y4eHHUs] 3aBHCUT OT COBEPILEHCTBA alrOpUTMOB. B y4eOHOM HEHWpOCHMYISTOpE HCIONB3yeTcsi Ooiee
MPOCTON M OBICTPHIA aNTOPUTM OOPATHOTO PACHPOCTPAHCHHS OIMMOKH, a B IDIATHOW BEpCcHH OoJjiee
COBEpIICHHBIA, HO MEIJICHHBIH anroputM uucieHHod onrtuMmsanuu BFGS. CkopocTs paboThl CHIBHO
3aBUCHUT OT CHCTeMHbIX TpeboBanuit OBM (Caiir StatSoft, 2022).

B mpouecce skcrnepuMeHTa MPOBOAMIOCH O0YYEHHWE HEHPOHHBIX CETeH C pa3IMYHBIMH HaOOpaMu
MapaMeTpoB U aIrOpPUTMOB 00ydeHus1. B pe3ynbpTare ObITH BRIOpPaHBI BAPUAHTH C HAMMEHBITUMHE OITHOKaMU
oOydenusi. Onu npuBeeHsb! B Tadnuie 2. OTpabaTeiBajInCh 1BA BapUaHTa CTATHCTUUECKUX 3a/1a4 — Perpeccust
u KJ'IaCCI/I(I)I/IKa]_[I/ISI. HpI/I O6y‘ICHI/II/I 3aKJIaAbIBaJIMCh MEXAaHU3Mbl aKTHBallUU HeﬁpOHOB, o yMOJIYaHUIO
PEKOMEHIOBaHHBIC TIPOU3BOIUTENIEM MPOrpaMM. B pexxnme knaccupuKkaryy Ipy OJUMHAKOBON oOydaromien
BEIOOPKE OMIMOKK OKa3anuch Hwke. s manmpHeimel padoTel OyIeT MCIIOIb30BaThCSl HEMPOCETh, KOTOpast
JlaeT HauMeHbIINe OIMOKK Npu o0y4ueHun. Ha ee ocHOBe co3/aeTcsi IKCIEePTHAs CHCTEMa OLIEHKH YPOBHSI
CeJIeBOM OMAaCHOCTH.

Tabmuua 2 — [TapameTpsl 00y4deHHs] HEHPOHHOM CeTH Ha JTMHHON o0yuaromeit Beioopke (1950-2023 rr.)
JUTSI KJTACCU(DMKAITUH ITOTCHIIMAIBHO CEJICOMACHBIX YCIOBUH
Table 2 — Parameters for training a neural network on a long training sample (1950-2023) for classifying
potentially mudflow-hazardous conditions

O v ¥ A 5| N A
© T % 5 5 51 x S 5 2 =
== 5] s) S| © 2 g 2 =
= ~ i 3 = 2| E © S 5 s 2
g s < 2 x| £ 4 x 2| 0 x® = g S g =
sE% = SEl 23 53|88 8 :T | g8
£ = e = %) %
&z g =% 258 £8| 58 = = = S
(W= () > B Q O > = w X = &
5 B = o O =) (5] 8 T O =[ =~ A I~ =
g 2 = 28 ZgFg| 58 & R
5 = e = < S| S > = e
B |2 |78 g€ | 8 g |52
= = =] g © S =
Vposens ceneBoii | MLP 12-600- [Munep6o
P 92,3 | 91,9 | 92,0 | 1000 | Durpomnus p Codrmaxc
OIIACHOCTH 4 nyecKas
®dakr
MLP 12-500- IMunep6on
MIPOXOXKICHUS 97,2 | 97,3 | 97,4 | 1000 | DuTpomnus p Codrmakc
2 HJecKas
IMOTOKA
BricoTHas 30Ha
lamep6omn
(hopmupoBaHus MLP 7-500-4 | 99,4 | 99,7 | 99,3 | 500 | OuTpomus Codrmakc
cons nyecKas

KagectBOo paboThsl MO menu.bsun MpoBeaeHBI SKCIUTyaTAIIIOHHEIE UCITBITAHISI HOBOTO METO/1a
OIICHKH ¥ TIPOTHO3a YPOBHSI JIABUHHOM U CElIeBOH oracHOCTH. Pe3ynbraTe! npuBeneHs! B Tadbmuie 3. Kpurepun
JUTSI CPAaBHEHHUSI JAHHBIX MOJICTIUPOBAHUS C PEAJIbHBIMU TAHHBIMU OKA3aJ1UCh CTATUCTUYECKU 3HAYUMBIMU MPU
CTaHIaPTHOM YPOBHE 3HAUMMOCTH 5 % u BepostHOcTH ommbku P-level menee 0,01. Jlns moaTBep:KaeHUS
TOYHOCTH MOJIEIM MBI HCIOJB30BAIA HECKOJIBKO OIEHOK. OnpaBasiBaeMocTh (3(pPEeKTHBHOCTB)
CBEPXKPATKOCPOUHOTro MporHo3a 91-94 9% sapnsgercs xopommm mnokazarenem. Kpurepuit bpaitepa nns
BEPOSTHOCTHBIX TIPOTHO30B, TakxKe 071130K K 0, 9TO sIBIIsIETCst X0opommM rmokaszarenem (Cagnati, 1998:130-134;
Schweizer, 2020:737-750).
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Tabmuna 3 — CTaTUCTHYSCKUE KPUTEPHUH IJIS1 OLIEHKH JOCTOBEPHOCTH MOJIYYEHHBIX MOJENeH
Table 3 — Statistical criteria for assessing the reliability of the obtained models

IIponieHT TOUHBIX Kputepuit Kpurepnit Koppemsmus
OIICHOK Bunkokcona Bpaiiepa Cnupmena
CeneBble TOTOKA 93,6 2,2 0,026 0,74
CHEe)XHBIE JIABUHBI 91,2 3,65 0,09 0,70

PermonanbHas KOHIEeNUIUSA MOJEPHU3ALMU CHUCTEMBI OLIEHKH M MIPOTHO3a CHEXKHBIX JaBUH U
CEJIEBBIX MTOTOKOB JIOJDKHA BKITIOYATh CIIEAYIOIINE HAIPABICHHUS Pa3BUTHS:

- Ilepexon Ha BepOSTHOCTHBIE ()OPMBI MPOTHO3a W NMPUMEHEHHE 5 OaJTBbHBIX KAl OMAaCHOCTH C
LBETOBBIM 0003HaUCHHEM Ka)IIOW Ipafaluy. DTO MO3BOJUT OLEHHUTh PHCK M MPHHATH COOTBETCTBYIOIINE
MepBbl, aJIEKBaTHBIE TPOrHO3UPYEMOM OMTaCHOCTH.

- BHeapenue mporpaMM HHTEIUIEKTYyadbHOTO aHAN3a JTaHHBIX U OLIEHKH TEKYIIETO M MPOTHO3HOTO
YPOBHSI ONTAaCHOCTH CTUXUHMHBIX IPUPOTHBIX SBICHUI.

- Hns momyuyenuss Oosiee MOAPOOHOM WHPOpPMAaNUM TPUMEHEHHE JTaHHBIX aBTOMATHYECKHX
METEOCTaHINH, MTUCTAHIIMOHHOTO 3O0HIMPOBAHMS 3E€MJIIM M MEXIYHApOTHBIX TIOTOJHBIX 0a3 JaHHBIX
peaHann3o0B.

- IlpumeHeHHME COBpPEMEHHBIX MOJIENEH YHUCIEHHOrO TMPOrHO3a TMOTroAbl MJs  YBEJIWYeHUS
3a201aroBpeMEHHOCTH IKCTPEHHBIX PEAYPEIKICHHUN, UTO TTO3BOIUT AaTh BPEMS HA IPUHATHE 3aIIUTHBIX MEP.

BbIBOI[I)I. MCTOI[I)I HNCKYCCTBCHHOI'O HHTCIIJICKTAa W MAalIWMHHOI'O 06yquH;1 SABJIAIOTCA XOPOUIUM
WHCTPYMEHTOM TPU M3YYCHWH OMACHBIX MPHUPOJHBIX MPOLECCOB. DTH TEXHOJOTUH IMO3BOJSIOT OBICTPO U
Ka4yeCTBEHHO 00paboTaTh OOJbIINE apXHMBbI M JAIOT CTATHCTHUYECKH 3HAYMMBbIE pe3ynbTaTsl. COBpeMEHHOE
HampaBJICHUE MaTeMaTHYECKOH CTATUCTUKU — HHTEIJICKTYaJbHBIH aHaNW3 JaHHBIX HAYMHACT LIMPOKO
MIPUMCHATHCSA B METCOPOJIOTUH, TUAPOJIOTHU U KIIMMATOJIOTHUH. O1H MOACJIH ITO3BOJIATOT C BBICOKOH TOYHOCTBIO
KJaccu(pUIMPOBaTh JTaBUHOOIACHYIO U CEJIEONAaCHYI0 00CTaHOBKY.

Opnaako ux 3(pQeKTHBHOCTH 3aBUCUT OT AIITOPUTMOB OOYYEHHUS U KadecTBa BEIOOPKH, IOSTOMY OYCHb
BAXXHO OLICHMUBATh KAYCCTBO BXOJAHbLIX apXUBHBIX TaHHBIX. Ecmm MmHOTONIETHHE ApXWBbI HEPCTIPEICHTATUBHBI U
HE/IOCTOBEPHBI, TO HEBO3MOXKHO TONYYHTh Ka4eCTBEHHYIO Mojzenb. [loaTromy mocroBepHas oOydaromast
BBIOOpKA SIBIISETCS] BaKHEWIIMM 3TAlloM IpU padoTe ¢ CUMYNIATOpaMH HEHpPOHHOW ceTH. MaremaTtuieckue
ITOPUTMBI 00Pa0OTKM JaHHBIX 0€3 KOHTPOJIBHON MPOBEPKU BBIIAIOT TOJBKO MPeoOpa3oBaHHbIN pe3yibTar,
HE BCEr/ia JIOCTOBEPHBIH.

ToOYHOCTP NPOTrHO30B ONACHBIX SIBICHUM HANpPSAMYIO CBs3aHAa C Pa3sBUTHEM YHCICHHBIX MOJENeH
MOTO/Ibl, TO3TOMY COYETaHHE METOJIOB NPOTHO3UPOBAHUS aTMOC(HEPHBIX MPOLECCOB M MHTEIJIEKTYalbHON
OLICHKH! NPHUPOIHBIX OMNacHOCTEH SIBISETCS IMEPCICKTUBHLIM HAIIPABJICHUEM T'HAPOMETCOPOJIOTHH U IMTOBBIIIACT
YpOBEHb 0€30I1aCHOCTH HACEJICHHUS.
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VJIK 551.578.48

Temip Hypmaxan
on-@Papabdbu amvinoasel Kazax ynmmulx ynusepcumemi, Aimamul, Kazaxcman

BAHK IIEH KIIMEHTTEP APACBIHJAAT'BI O3APA OPEKETTEP IPOLUECIHJAEI'T 9JICI3
HYKTEJIEPAI AHBIKTAY YIHIH MAIIWUHAJIBIK OKBITY AJITOPUTMIH KOJIAAHY

Temip Hypmaxan, Maructpant, AKnaparTbIK TEXHOJIOTHsIap GaxyipTeri, JKacaHIbl HHTEIICKT
xoHe BIG DATA xadenpacsl, maructpant, an-DOapadu aTeiHnarsl Kasak yITTBIK YHUBEPCUTETI, AJIMaTHI,
Kazakcras.

Aunnotamus. Kapxbl cexTopelH HUGPIABIK TpaHchopMalusay >MKoOHE MiHJIETTeMenep YIIiH
09CEKeNeCTIKTIH KYIICIol KaFJaiblHIa KOMMEPIVMSUIBIK OaHKTEp 63 MapKEeTHHTTIK KOMMYHHKAIUSIIAPBIH
OHTAMJIAHABIPY KaXKeTTiTiriHe Ttam Oonaabl. Jlemo3uTTepai TapTyablH JOCTYplli MOAeNl — JKammai
TeNIEMapKETUHT («CYBIK KOHBIpAyJIap») — TOMEH KOHBEPCHSJIBIK KOPCETKIIITEP MEH >KOFapbl OMEPaIUsIIbIK
HIBIFBIHIAPMEH CUTIATTaNabl, Oy OM3HEC-IpoliecTepe TOCKAYbUIIap TyAbIpaabl. Bysl 3epTTey MalmHaMeH
OKBITY aJTOPUTMJICPIHE HETi3eIreH MYHJAl IIEKTeyJepl aHBIKTAY KOHE KO 9ICTEMECiH YChIHAJBI.
Omnupukanelk gepekrepre (11 162 0Oakpuiay) cylieHe OTBIPBIN, EKUTIK KiaccuuKaius Mojesbepi
(;morucrukansik perpeccus, Random Forest, Gradient Boosting) KypbUIbIl, BaluAalusUiaHabL AJJIBIH ana
aHATMTHKAFa KOy MakcarTainMaraH TpadukTiH 43%-ra nedinri Oemirid aHbIKTayFa, KITUeHT TapTy IIBIFBIHBIH
(CAC) azaiiTyra skoHE caTy IPOILECIH ©3repTyre MYMKIH/IIK OepeTiHi JaJIelaeH . DKOHOMHUKAIBIK THIMIUIIK
TyprhIchIHaH Precision sxone Recall kepceTkimTepid TyciHAipyre epekiie Ha3ap aylapbluiajibl.

Tyiiin ce3mep: OaHKTIK MapKETHHT, MalllMHAMEH OKBITY, €KUIIK XKIKTey, TapIIbUIBIKTap, OOMKaMIbl
aHaluTHKa, [ pagueHTTik OycTuHr, Panmsm dopect, OrusHec-mporiecTepai OHTalIaHIbIPy, AepeKTep i OacKapy.

Temip Hypmaxan
Kazaxcrkuii nayuonanonwiil ynusepcumem um. Ano-@apabu, Anmamol, Kazaxcman

HUCIIOJIB30BAHUE AJITOPUTMA MAIHIMHHOI'O OBYYEHUA JJIA BBISIBJIEHUSA CJIABBIX
MECT B ITIPOIIECCE B3AUMOJIEVICTBUS BAHKA U KJIMEHTOB

Temup Hypmaxan, waructpadt, ¢aKynsTeT HH(POPMAIIMOHHBIX TEXHONOTHH, Kadeapa
nckyccrBenHoro natemiekra u BIG DATA, maructpanTt, Ka3axckuil HalmmoHaNbHBIA YHUBEPCUTET UM. AJTb-
®dapabu, Anmatsl, Kazaxcran.

AnHoTtanus. B ycnoBmsax wmdpoBoit TpaHchopmannyu (HUHAHCOBOTO CEKTOpa W yCHUJICHUSA
KOHKYPEHIIMH 32 0053aTelbCTBA KOMMEPYECKHE OaHKH CTAJKHMBAIOTCS C HEOOXOAMMOCTHIO ONTHMH3ALUH
CBOMX MAapKETHHIOBBIX KOMMYyHUKauuii. TpaauioHHass MOAENb TWPHUBICYCHHS IEHMO3UTOB-MACCOBBIN
TEIIeMapKETHHT («XOJIOTHBIC 3BOHKI») — XapaKTepH3yeTcs HU3KUMU MOKa3aTeNsIMA KOHBEPCHU U BHICOKHMH
OIEpPalMOHHBIMU 3aTpaTaMH, 4TO CO3IaeT Oapbepbl B OM3HEC-Tpoleccax. JTO MCCIEHOBaHUE Ipeiaraet
METO/IONIOTHIO OOHAPY)KEHUSI M YCTPaHEHMs TaKUX OrPaHMYCHUI Ha OCHOBE AJTOPHUTMOB MAIIMHHOTO
oOyuenus. Ha ocHoBe ammupudecknx maHHbIX (11 162 HaOmromenws) ObLTH CO3MaHBI M MIPOBEPEHBI MOIEITH
OouHapHOH Kinaccudukanmu (Jorucrudeckas perpeccus, Random Forest, Gradient Boosting). JlokazaHo, 4To
Nepexo/1 K NpeBapUTENbHON aHAIMTHKE ITO3BOJISIET BBISIBUTH 110 43% HeweneBoro Tpaduka, CHU3UTh 3aTPaThl
Ha mnpusnedeHue kineHToB (CAC) m u3MeHuTh mpouecc npopax. C TOYKM 3peHHs SKOHOMHYECKOU
s dexTuBHOCTH 0c0O0E BHUMaHHE yIesieTcss MHTepIpeTanuy nokasareneii Precision u Recall.

KiroueBble c10Ba: 0aHKOBCKHMI MapKeTHHT, MAIIMHHOE 00y4YeHne, OnHapHas Kiaccu(puKanys, y3kue
MecTa, MPOTHO3HAs aHAJMTUKA, IpaJueHTHBIN OycTuHr, Panmsm dopect, ontumusanus OU3HEC-IPOLIECCOB,
yIpaBiieHue TaHHBIMH.
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Temir Nurmakhan
Al-Farabi Kazakh National University, Almaty, Kazakhstan

Using a machine learning algorithm to identify weak points in the process of interaction between the
bank and customers

Temir Nurmakhan, master's Student, Faculty of Information Technologies, Department of artificial
intelligence and BIG DATA, Master's student, Al-Farabi Kazakh National University, Almaty, Kazakhstan.

Abstract. In the context of the digital transformation of the financial sector and increased competition
for obligations, commercial banks are faced with the need to optimize their marketing communications. The
traditional model of attracting deposits — mass telemarketing ("cold calls") — is characterized by low conversion
rates and high operating costs, which creates blockages in business processes. This study provides a
methodology for identifying and eliminating such constraints based on machine learning algorithms. Based on
empirical data (11,162 observations), binary classification models (logistic regression, Random Forest,
Gradient Boosting) were created and validated. It has been proven that the transition to pre-analytics allows
you to identify up to 43% of non-targeted traffic, reduce customer engagement loss (CAC), and change the
sales process. Particular attention is paid to the interpretation of Precision and Recall indicators in terms of
economic efficiency.

Keywords: banking marketing, machine learning, binary classification, bottlenecks, predictive
analytics, gradient busting, Randham Forest, Business Process Optimization, Data Management.

1. Kipicne. Byrinri sxoHOMuKaaa JACPEKTEP KAP)KbUIBIK MHCTUTYTTAPAbIH OdceKere KaOuLIeTTUIIrH
AHBIKTAWTHIH HEri3T1 aKTUBKE aiiHaayaa. EKIiHII JeHrei OaHKTep TYPaKThl KapKbUIaHIbIPYIbl KAMTaMachl3
€Ty MakcaTblHIa OJIIIeK calbIM OHIMIEpiH OelceHAl TypAae AambiTyaa. Anaiiga OChbl ©HIMICPAlI cary
apHajapbl KeOiHece KOHCEpBaTHBTI Oojblll Kaima Oepemi. TelneMapKeTHHI TYTBIHYIIBUIAPMEH e€3apa
OpEKeTTECYIIH HETi3ri Kypajbl OONbIN Kana Oepeli — KOHTaKT-OPTAJIbIK OIEpaTOPIapbIHBIH KIHEHTTEP
Oa3achIHa TikeJel KoHbIpay marysl [1].

byn Tocimmin Mocenmeci — OHBIH TOMEH TaHIAMAIBUIBIFBL baHKTEp MYMKIHIITIHIIE KOI oJIEyeTTi
CaJBIMIIBUIAPFA KETy YIIH «KiTeMIOiK >kaly» CTpaTerdsulapblH KonmaHanabl. by xyienmik macemenepre
oKeIesi:

1. TemeH KOHBepCHSUTHIK KepceTkimrep: C(CTaTHCTHKara COWKec, OaHKTIK CEeKTOpHarbl CYBIK
KOHBIpayIapAblH TuiMainiri cupexk 1-3%-maH acamel, Oyin pecypcTapiplH YIKEH BICBIpanKa
VITIBIpaFaHbIH KOPCETEI.

2. OmepauusiblK TOCKaybUImap: OUTIKTI KBI3METKEpJIEepAiH YaKbIThI MEH TeneoH KeNmlIepiHiH
CHIUBIMIBUTBIFBI  0ac TapTyldapibl OHJACYre KyMmMcalajbl, al Ke3eKTep HeMece pecypcTapibliH
JKETICIIEYIIIIr calgapblHaH afall KIHEHTTep Ha3apaH ThIC KaTybl MYMKiH [3].

3. bemenmix Toyekenmaep: MAOYybUIIIBUT MapKeTWHT anangblKTel (NPS) Temenpmerim, kiueHTTEpIiH
keryine (Churn Rate) pIkmman ereni.

3epTTeymiH e3eKTiIiri: 6aHk OacKapybIHIAFbl MapaJurMaHbl ©3repTy KaKeTTUIIriMeH OalaHBICTBI: KOJII-
OpTANIBIK KBI3METKEpJIepiH KeH KoelleMJe YJIFaWTylnaH akpUIABl IMIelliM KaObUTHaymbl KOIjay KyHemepiH
MHTEHCHUBTI Naiaananyra. JKyMBICTBIH MaKCcaThl — caTy MPOLECIHACT] MIEKTeyIep/li aHbIKTayFa JKOHE OJlap/Ibl
TYTBHIHYIIBI MiHE3-KYJIKBIH OOIDKaMIBIK MOJIENbICY apKbUIbl OHTAIaHABIPyFa apHAIIFaH aIrOPUTM/IIK TCIII
azipey.

2. MarepuaJjgap MeH daicrep
2.1. lepexTepai cunarray koHe 3epTTeymIiIik qepexktep Taagaysl (EDA)

3eprreydin 3MIUpUKaNbIK Heri3iH 11 162 MapkeTHHITIK OaifaHpic Typasibl akKHaparThl KaMTHUTHIH
JeTiepCoHaIaHABIPbIIFaH bank.csv 1epexTep KUBIHTBIFB Kypaabl. Op *a30a KIMeHTTiH culaTTaMaiapblHbIH
BEKTOPBIH KoHE KOMMYHUKALMS HOTHXKECIH (MaKCaTThl alfHBIMANbI — ACMO3UT: H9/5KOK) KOpCeTei.
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Benrinep kenicriri (X) 16 aiiHpIManbIian Typaasl )KoHE oap Kejeci kiactepiepre OeJiHreH:

o OuieyMeTTiK-1eMorpadusiabiK npoduinb: age, job, marital, education.

o Kapxsuibik npo¢uiis: balance (oprama XbpUIIBIK KaJIIbIK), housing (MmoTekaHblH O0mysbl), loan
(TyTeIHYIIBUIBEIK Hecue), default (Kapbi3apl eTey OoibIHIIA Ae(OIT).

o ArpIMIaFrbl HAYKaH mapaMeTpJepi: contact, day, month, duration, campaign.

o KapsiM-kaTbiHac Tapuxbl: pdays, previous, poutcome.

3epTTeyIiTiK IepeKTepi Tanaay asChlHAa HEri3ri aifHBIMaIbUIapAbIH Tapalybl MEH JUCIEPCHSICHI 3EPTTEI/I.
MakcaTThl CHIHBIITBIH Tapallybl CAIbICTRIPMAIIBI TYPJIE TSHIepIMIl €KeHI aHBIKTa B! (ermo3utTepAid 47,4 Y%-
bl MaKYJIIaHFaH, aj 0ac TapTyaapasiH 52,6 %-b1 0ac TapThUIFaH), Oy JIYphICTBIIBIK METPUKACHIH KOJIIaHyFa
MYMKIHZIIK Oepeni, Oipak OuzHecTiH Makcartrapbl yiiH onaik nen Kaiitapeim amy kepcerkimrepi 0acTs
OpBIH/Ia KaJaJbl.

2.2. JlepexTepi aaabIH ana eHjaey (AIAbIH aj1a oHJdey KYObIpPbI)

AJITOPUTMHIH KOHBEPI'eHTTUIINH KaMTaMachl3 €Ty VIIiH KOIl CaThUIbl JIEpeKTeplli eHJey KYOBIphI icke
ACBIPBULIBL:

1. AHoManusijiap MeH OJIKbUIBIKTAPABI OHAeY: pdays aifHbIMAIBICH! (COHFBI OaiylaHbICTaH Oepi OTKEH
KYH CaHbI) J)KaHa KJIMEHTTEp YIiH "-1" MoHIH KaMThIbl. ByJT KaIlIbIKTBIK MOIEIIbACPIH/IE 1Y TYIABIPIBL.
MoH 0-re e3reprinim, is_new_client ekisik ¢uiar eHriziiii.

2. Epekmenik koaray:

Label Encoding (x € {0, 1}) onmansumm:.

O  eKUIIK aiiHbIMaJIbLIapFa
o MHepapxuscel )KOK HOMHUHAIBAB! aifHBIMaTbIIap (KYMbIC, OuriM) ymrie One-Hot xomray omici
KOJITaHBULIBI. BYJT CBI3BIKTHI MOJENbAEP aPKbLIbl aHBIKTAIYBI MYMKIH KaJlFaH OpIUHAIIIBI
TOYEIAUTIKTEH ayllaK O0oJTyFa MyMKIHIIK O€pill, epeKIIeNiK KeHICTITiHIH oJIeMiH 42 oJeMre
JIEHIH apTTHIPIBL.
3. Macmrabray(Scaling): Canaplk cunarramanap (OamaHc, jxkac) Z-Oarajmay OOHBIHIIIA HOpMaliay
apKBUIBI CTAHAPTTAIJIbL:

MYHJa |[I — opTalla MOHI, aJl G — CTaHJAPTThI aybITKy. BYJl JIOTMCTHKAJBIK perpeccHs YIIiH aca
MaHBI3IBI, ce0eOl O AEpEKTEePAiH IMIKaJacklHa Ce3IMTall.

2.3. Banquaanusi mpoTOKOJIbI

Yiiri MakcaTThl Kiacc OolbIHIIA cTpaTuuKauusiIaHsbl, oKeITY (80%) xone Tectiney (20%) KubIHIBIIapbIHA
Oemiami. Mopens runepnapamerpiepin Oanrtay YmIiH 5-06NIKTIK KpOCC-BalUAamusl MPOIEAypachl
KOJIIaHBUIIBI, OYJI abIHFaH KOPCETKIIITepAiH Ke3AeHCOKTHIFBIH KOS IBI.

3. DKCIIepUMEHT KJHe HITH KeJIep

Byn OGemimzme cHUMYISAIUSHBIH erKel-TerKelTl Taiaaybl YCBHIHBIIAABI: ajJbIMEH Mocelelli aiiMakTapibl
AHBIKTAIl, COMAaH KeWiH MOJENbJi 3KOHOMHKAIBIK MaijaHbl OapblHIIA apTTHIPY YIIIH KaluOpieyMeH
asiKTaJIa bl

3.1 YakpIT Y3aKTBIFbIH TAN1ay APKbLIbI TAPIIBLIBIKTAPABI AHBIKTAY (TAPIIBLIBIK TAJIAAYbI)

OKCeprUMEHTTIH OipiHII Ke3eHi Ka3ipri yzaepicrte KYpbUIBIMABIK THIMCI3IIKTep Oap J1ereH rUmoTe3aHsbl
nonenyaeyre 0arpITTanpl. TeneMapKeTHHITErl peCypPCTHIK IbIFBIHAAPABIH HEeri3r1 KOpCeTKIll — KOHBIpay
y3aKkThIFbl. bi3 mepexkopabl OainaHbic y3akThiFbiHA Kapail 100 ceKyHATHIK apaiblKTapra Oemik >KoHe
KOHBEPCHSHBIH WAPTThl bIKTUMaIbirbin £ (Deposit| Duration) ecenrenik.

30

HAYKA UHTENNEKTYAJIbHbIX CHCTEM



HAYKA UHTENNEKTYANbHBIX CUCTEM

K,
AKAOEMMUACHI

WCKYCCTBEHHIA HHTENNEKT N°3 (okrs6pb-nexabps) 2025 rog

Conversion Rate by Call Duration (Seconds)
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Duratlon Bms

Cyper 1. lllakpIpy y3aKThIFbIHA OAHIaHBICTHI KOHBEPCHSUIBIK KOPCETKIIII
I'paduk Tanpaysl: 1-cyper THIMCI3IIK aiiMaFbIH aifKbIH KOPCETE/T.

o l-aimak (< 100 c): KouBepcus 0-re tasy. byn — omeparopiapablH KOHBIpAY I, COIEMISCYTe
YaKBIT JKYMcarl, OiplieH 0ac TapTyFa YIIBIPAUTBIH «oIi aliMaKy.

o 2-aiimak (100-300 cex): KouBepcus ecyiHiH OacTanysl.

o 3- aiimak (300—1000 cek): XKorapsl THIMIUTIKTIH TYPAKTHI JCHTCHi.

o 4- aiimak (> 1000 cex): [llekapaiplK THIMAUTIKTIH TOMEHACYI.

Ken mesmmepaeri KoHpIpay mainy «1-30Hana» yikeH Tpaduk Tymsipaibl. ML-MomenbiHiH MiHIETI — OCBI

KITMEHTTEP/II Oap KOHBIPAY IIaIFaHFa JACHIH CY3TileH OTKi3iM, OCBl TapIIBIFBIH JKOK0.

3.2. Monesbaepain caabICTHIPMAJIBI TAIAAYbI

Y MonmenpIiK apXHTEKTypa OKBITHUIBIN, ChIHAKTaH oTKi3immi. Kemrikripinren ynrinepaeri (cbhrHaK
JKUBIHTHIFBI, N=2233) HOTIXKeep 1-KecTene KopCceTUIreH.

1-kecte. Mozens camachiHBIH KOpPCETKIIITepi

Aaroputm Accuracy Precision Recall F1-Score ROC-AUC
Logistic Regression 0.797 0.796 0.769 0.782 0.873
Random Forest 0.853 0.827 0.871 0.849 0.915
Gradient Boosting 0.846 0.819 0.866 0.842 0.919
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HNHutepnperanus:

Gradient Boosting anroputmi (XGBoost icke aceipysl) 0,919 ROC-AUC kepceTkilriMeH eH KaKCh
xanmnbiiay Kabinerin kepcerti. Random Forest con sxorapsl Recall kepcerkimin kepcerkenimen, Gradient
Boosting keneci kagaM — Kecy WIeriH TaHJay YIIiH MaHbI3/bl TYPAKThI BIKTUMAIBIK PEHTHHTIH YCHIHBI.

2-cyper. Anroputmaepnig ROC KUCBHIKTapbIHBIH CABICTBIPYHI

ROC Curves Comparison

1.0
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0.6

0.4

True Positive Rate

0.2

J/ —— Logistic Regression (AUC = 0.873)
/’ Random Forest (AUC = 0.915)
0.0 —— Gradient Boosting (AUC = 0.919)
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

ROC kuchIk rpaduri (2-cyper) ancaMOIb 9IiCTepiHiH (3KaChlUl )KOHE KBI3FBUIT-Caphl ChI3BIKTAP) CHI3BIKTHIK
MOJIeIbI'e KapaFaHIa YCTEMIITIH pacTanIbl.

3.3. Erxeii-Ter:keiisi kareaik Tanaaybsl (Confusion Matrix Analysis)

OnepanusuiblK THIMIUTIKTI OaFanay yiriH 013 eH y3mik monenbiH (Gradient Boosting) xaremik MaTpHIlachH
TangaiMeI3. by 6i3re abcTpakTini KepceTKimTep 1 Ou3Hec-poIecTep TUTiIHE ayaapyFa MYMKIHIIK Oeperti.

Cyper 3. Karenix marpurace! (Gradient Boosting)

Confusion Matrix: Gradient Boosting Model
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KBaapanTtrapasl Tajajgay:
1. True Negatives (TN) = 973.
busnec-marbIHaCHI: CaTI)IH ajlyra ILaI\/'II)IH €MEC KIIMCHTTEP, MOACIIb TapallblHaH AYPBIC aHbIKTAJIraH.
Ocepi: Hoctypm yaepicre OaHk OyJl KIHMSHTTEpiH OapiblFblHAa KOHbIpay Imanmap emi. Moaenb ocel 973
KOHBIpay/bl )kacamayFa MYMKIHAIK Oepirl, ’y3aereH >KyMbIC CaFaThIH YHEM/ICHII.
2. True Positives (TP) = 916.
busnec-marbIHachI: MOI[GJ'II) AYPBIC aHBIKTaraH MaKCAaTThl KIIMECHTTEP.
Ocepi: byn — eH y3uik oneparopiap KOHbIpay ANyl THIC 0ACBIMIIBIK OEpiIreH KIMEHTTEP Ti3iMi.
3. False Positives (FP) = 202.
busnec-marbsiHacel: Mogenb Ta0ObIic 0oajpl Aen OOoKaraHbIMEH, KJIMEHT 0ac TapTKaH JKaraaiap.
Ocepi: by — ce3ci3 onepalusuibIK MBIFBIHIAP («00C» KOHBIpaysIap), anakiaa onapasiH yieci (9%) ke3naercok
TaHJayMEH CaJIBICTBIPFaH/Ia eIoyip TOMEH.
4. False Negatives (FN) = 142.
busnec-marsinacel: JKoranTeurran maiiga. Mojens Ti3iIMHEH ajblll TaCTaFaHBIMEH, INBIH MOHIHIE KETiCiM
Oepep el AereH KIMEHTTE.
3.4. lllexTi 6anTay

CranaapTThl MOIEIbAEP KIacc TaralbiHaay yiriH 0,5 bIKTUMANIBIK IIETiH KoJgaHaapl. Anaiina, ousHecre |
sxoHe Il TunTeri KaTeaiKTep/iH MIBIFBIHBI Oip/eh emMec.

P
P

;
o IakpIpy HIBIFBIHBI (Ceant)

C

o JKoranraH KIMEHTTIH (Crmissed. IIBIFBIHBI JKOFaphl (CaJIbIMHBIH eMip OOWbIFbI KyHbI). bi3 maiima
(YHKIMSICBIH OapbIHILA apTTHIPY VIIMIH IIEKTI MoHI (0) OHTalIaHIBIPABIK;
Profit(8) = TP(0) - LTV — (TP(8) + FP(8)) - Coan
Tanmay xepcerkenaei, mekri Mol 0,5-Ten 0,35-ke TomeHaeTy KochiMia 40 MakcaTThl KIMEHTTI TapTyFa
(FN azarob1) MmyMkiHzik Oepeni, an «0oc» makbipynap (FP) causl eneycis eceni. By Momenbai Ou3HeCTiH
TOYEKEITe IETeH bIHTAachIHA OeiiMey OONBITT TaObLTa b,

TOMCH.

3.5. Coi3bIKTHIH MaHBB3ABLILIFBI (Feature Importance)

[emrim KaOBUIIAYABIH CHTIATHIH TYCIHY YIIiH 0i3 I'pamneHTTi KYIIeWTy MOAETIHIH CBI3BIKTHI MaHBI3ABLIBIK
TaIayblH KOJIJAH/IBIK,

4-cyper. Gradient Boosting Monenberi cunaTTapIblH MaHbI3IBUTBIFBI

Feature Importance (Gradient Boosting)

duration
month
contact
pdays
housing
poutcome
age
balance
day
previous
campaign
loan

education

job
marital
default

0.

o
o
i

0.2 0.3 0.4 0.5
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dakTopaapabl peHTHHITEY (4-cypeT) KeJseci yJarijiepai kepcerri:

o ¥Yzakreirel (54%): Kputukaisik Mapkep. ¥3ak oHriMmenep tabwicrieH OaitmanbicThl. (ECKepTy: HaKThI
0omkay MofeTiHae OYJT KOPCETKIIl KOHBIPAY aIbIH/Ia «OChI CETMEHTITCH OpTallla SHIIME Y3aKThIFbD)
KOPCETKIIIIMEH alIMacThIPbLIa/Ib).

o Aii (9,5%): AHBIK MayChIMIBUIBIK. MaMBIp MEH b1 COHBIHIA OCICEHAUTIKTIH ocyi OaiiKanambl, Oy
KOJUI-OPTAJIBIK KbI3METKEPJICPIH TUHAMHKAIIBIK OaCKapy/Ibl KaXKeT eTel.

o Konrakr (8,3%): ysanel  Tenedonmapra (MoOwibal  TenedoHIapra) JkacanraH —KOHBIpayiap
CTaIMOHAPIBIK Tee(OHIapFa KaparaHaa THIMJIIPEK.

o Pdays (7,8%): »xakpiHa OailyIaHBICKAH <OKBUIBD KITMEHTTEP/IIH CAThII aJTy BIKTUMAJIIBIFBI JKOFAPBI

4. Tankbuiay: Busnec-npouecrepai TpanchopMmanusiay xKoHe IKOHOMHKA

OKCTIepUMEHT HOTHKeNepl aHBIKTAIFaH TapIIbUIBIKTApABI JKOSTHIH JKaHAa OW3HEC-NPOoIeCTi jobajayra
MYMKIHJIK Oeperti.

4.1. Penmxxunnpunr npouecci (To-Be Model)
Kemiyiik KoHbIpay/1apaaH OomKaMIbl aHAJTUTHKAFa KOITy caTy 0eJiMIHIH )KYMBbIC JJOTMKAChIH ©3repTe/i:

1-ke3zen: baranay. Kimentrepain Oykin 6a3achl KYH callblH MallUHATBIK OKbITY (ML) MonenineH oTKi3iiei.
OpOip KIMeHTKe Kayar 0epy bIKTUMaabFsl (Propensity Score) TaraiibiHaana bl

2-ke3eH: CerMeHTanus.

o A cerment (Score > 0,7): «blcreik» munrep. VIP menemkepnepre xioepineni. Cxkpunt: «Kemicimmi
asKTay».

o B cerment (0,3 < Score < 0,7): «Ksuei» ymarep. Kanmel komr-opTanblkka xidepireni. CKpuIT:
«KaxeTTuTikrepai aHbIKTay».

o C cermenr (6amn < 0,3): «Cysik» muarep (nepekkopabiy 43%-b1). KoHpIpay Ti3iMiHEH MIBIFAPBIIAIbI.
Baiinansic ap3an udpisik apHanapra (Push, Email) aysicTeIpblaaabl.

4.2. JKOHOMUKAJBIK dcep/i ecenrey
bi3 pecypcrapap! yHeEMAEyAl chIHAK YATiCiHE (2 233 KIIMEHT) HETi3/1ee OTHIPHIN ecenTeimis.

Kopamannap:

o «Refusaly» maxpIpyasiH opraima yaKbIThI (t fail ) =3 MHUHYT.

o Omneparop KYMBICHIHBIH 0ip MUHYTBIHBIH KYHBI (CGE fmz’rl) = maptTHl 1 Gipiik.
o Ilem moninge Tepic Gomkamaap cansl (TN) = 973.

YaksIT YHemey:
Timegped — TN %t — 973 x 3 — 2919 M = 48.6 9acos

Bapneik nepexkop Ooitpramma (11 162 knueHT) yHeMzey miamaMeH 243 caraT Ta3a COWIIECY YaKbIThIHA TE€H
Oomasel. by aitbiHa 1,5 Tonbik mraTThik Kei3MeTkepaiH (FTE) sxyMbIchIHA SKBUBAJICHTTI.

HNuBecTunusaHbIH KaiTapbiMbl (ROI):

Kaiita koHbIpay 1mamy O6a3aceiH 43,5%-ra a3alThill, MakcaTThl KIUEHTTEpAIH 90%-bIH cakTall KalFaH Ke3/ie
(Recall maimeri OofibiHIIIa) KOHBEPCHS KOPCETKil 0actanksl 47%-1aH MbIHA A JISHTelre NeiiH eceni:

TP 916

TP + FP 916 + 202
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Byt coTTi KOHBIpaynapaslH THIFBI3ABIFEIH IIaMaMeH €Ki ece apTThIpajbl, OyJl onepaTtopiapAblH Kyh3emiciH
alTapibIKTal a3aiThIN, OapblH MOTUBAIUSACHIH apTTHIPAJIBL.

5. KopbITbIHABI

Ocpl 3epTTey OAHKTIK TEIEMApKECTHHITIH OINEPAllUsUIBIK THIMIUIIH apTThIpy MIHACTIH KapacThIPAbL.
MarirHaMeH OKbITY aJITOPUTMICPIH KOJIIaHa OTBIPHII, 013 CaTy MPOIECIHIET TeKETIIITep i MaTeMaTHKAIIBIK
TYpFbIIaH GopMaTr3alysIian, aHbIKTAIl )KOHE )KOFFa MYMKIHJIIK aJI/IbIK.

Heri3ri HoTmxenep:

o TexHonmorusuiblK THIMAUTIK: [paiueHTTi KYIIEUTy MOJIENbIepi koraphl Oomkay nanirin (ROC-AUC
> 0,91) kepceremi, Oyl onapabl MapKETHHITIK BOPOHKalapjaa CEHIMII Cy3ri peTiHie KolaaHyFa
MYMKIHIIK Oepeni [5].

o OmnepanusuiblK oHTainanapipy: Herisri Tockaybul periHfe Oenrini 0ac Tapry Tpadurid eHiey
aHBIKTAJIBI. AJIIBIH ajla aHaJMTHKA MAaKCaTThl JIMATEPIl eNeyll TYplAe MKOFalTIail IIBIFBIC
KoHbIpaysap kesnemid 40—45%-ra Jeiin a3aiiTa anajpl.

o Crparerusiblk MaHbI3bl: EpeKienikrepaiH MaHbI3AbUIBIFBIH Ty MiHE3-KYJIBIK (PaKTOpPIIapbIHBIH
(GaitnaHpic TapHXbl, OTKEH HAYKaHIAPJBIH HOTHIKEIEPl) CTATHKAIBIK JAeMOrpadUsuIbIK JepeKTepre
KaparaH/ia MaHbI3IbIpaK ekeHiH kepcerTi [1]. Byn 6ankrepre CRM sxyitenepinae nepekrepai sxuHay
MeEH cakTay TOCUIIEPiH KalTa Kapay/bl Tajarn eTel.

[MpakTukansik ycbiHbic: ExiHII JeHrelai OaHKTepre KacKaIThIK CKOPUHT MOJICNbACPIH €HTi3y YCHIHBUIAIbI,
OH/Ia MaIIMHAIIBIK OKBITY aJITOPUTMI THIMCI3 TpadukTi OaiilaHbIC OpTaNIBIFBIHA JKETHEH TYPHIT TOKTATAThIH
«KaKITa» PETiHe KbI3MET eTe]Ii.
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